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## Objectives

- Understand basics of statistics and probability.
- Learn concepts of set theory.
- Define basic terms of Sampling.
- Understand concept of conditional probability.
- Solve basic questions related to probability


## Introduction

Probability and Statistics are the two important concepts in Math's. Probability is all about chance. Whereas statistics is more about how we handle various data using different techniques. It helps to represent complicated data in a very easy and understandable way. The statistic has a huge application nowadays in data science professions. The professionals use the stats and do the predictions of the business. It helps them to predict the future profit or loss attained by the company. Probability denotes the possibility of the outcome of any random event. The meaning of this term is to check the extent to which any event is likely to happen.

Example, when we flip a coin in the air, what is the possibility of getting a head? The answer to this question is based on the number of possible outcomes. Here the possibility is either head or tail will be the outcome. So, the probability of a head to come as a result is $1 / 2$.

The probability is the measure of the likelihood of an event to happen. It measures the certainty of the event. The formula for probability is given by;
$P(E)=$ Number of Favorable Outcomes/Number of total outcomes
$\mathbf{P}(\mathrm{E})=\mathbf{n}(\mathrm{E}) / \mathbf{n}(\mathrm{S})$
Here,
$\mathrm{n}(\mathrm{E})=$ Number of event favorable to event E
$\mathrm{n}(\mathrm{S})=$ Total number of outcomes

### 1.1 What is Statistics?

Statistics is the study of the collection, analysis, interpretation, presentation, and organization of data. It is a method of collecting and summarizing the data. This has many applications from a small scale to large scale. Whether it is the study of the population of the country or its economy, stats are used for all such data analysis.

Statistics has a huge scope in many fields such as sociology, psychology, geology, weather forecasting, etc. The data collected here for analysis could be quantitative or qualitative.

Quantitative data are also of two types such as: discrete and continuous. Discrete data has a fixed value whereas continuous data is not a fixed data but has a range.

Probability deals with predicting the likelihood of future events, while statistics involves the analysis of the frequency of past events. Probability is primarily a theoretical branch of mathematics, which studies the consequences of mathematical definitions.

Task:What is difference between probability and statistics?

### 1.2 Terms Used in Probability and Statistics

There are various terms utilized in the probability and statistics concepts, Such as:

- Random Experiment
- Sample
- Random variables
- Expected Value
- Independence
- Variance
- Mean

Let us discuss these terms one by one.

## Random Experiment

An experiment whose result cannot be predicted, until it is noticed is called a random experiment. For example, when we throw a dice randomly, the result is uncertain to us. We can get any output between 1 to 6 . Hence, this experiment is random.

## Sample Space

A sample space is the set of all possible results or outcomes of a random experiment. Suppose, if we have thrown a dice, randomly, then the sample space for this experiment will be all possible outcomes of throwing a dice, such as;

Example:Sample Space $=\{1,2,3,4,5,6\}$

## Random Variables

The variables which denote the possible outcomes of a random experiment are called random variables. They are of two types:

## 1. Discrete Random Variables

2. Continuous Random Variables

Discrete random variables take only those distinct values which are countable. Whereas continuous random variables could take an infinite number of possible values.

## Independent Event

When the probability of occurrence of one event has no impact on the probability of another event, then both the events are termed as independent of each other. For example, if you flip a coin and at the same time you throw a dice, the probability of getting a 'head' is independent of the probability of getting a 6 in dice.

Task:Give examples of Discrete and continuous data values.

## Mean

Mean of a random variable is the average of the random values of the possible outcomes of a random experiment. In simple terms, it is the expectation of the possible outcomes of the random experiment, repeated again and again or n number of times. It is also called the expectation of a random variable.

## Expected Value

Expected value is the mean of a random variable. It is the assumed value which is considered for a random experiment. It is also called expectation, mathematical expectation or first moment. For example, if we roll a dice having six faces, then the expected value will be the average value of all the possible outcomes, i.e. 3.5.

## Variance

Basically, the variance tells us how the values of the random variable are spread around the mean value. It specifies the distribution of the sample space across the mean.


Task:What is difference between dependent and independent event?

### 1.3 Elements of Set Theory

## Set - Definition

A set is an unordered collection of different elements. A set can be written explicitly by listing its elements using set bracket. If the order of the elements is changed or any element of a set is repeated, it does not make any changes in the set.

## Some Example of Sets

- A set of all positive integer
- A set of all the planets in the solar system
- A set of all the states in India
- A set of all the lowercase letters of the alphabet


### 1.4 Operations on sets

The symbol $\cup$ is employed to denote the union of two sets. Thus, the set $A \cup B$-read " $A$ union $B$ " or "the union of $A$ and $B$ "-is defined as the set that consists of all elements belonging to either set $A$ or set $B$ (or both).

## For Example,

Suppose that Committee $A$, consisting of the 5 members
Jones, Blanshard, Nelson, Smith, and Hixon, meets with Committee $B$,
Consisting of the 5 members Blanshard, Morton, Hixon, Young, and Peters. Clearly, the union of Committees $A$ and $B$ must then consist of 8 members rather than 10 - namely, Jones, Blanshard, Nelson, Smith, Morton, Hixon, Young, and Peters.

The intersection operation is denoted by the symbol $\cap$. The set $A \cap B$-read " $A$ intersection $B$ " or "the intersection of $A$ and $B$ " - is defined as the set composed of all elements that belong to both $A$ and $B$.

Thus, the intersection of the two committees in the foregoing example is the set consisting of Blanshard and Hixon.

If $E$ denotes the set of all positive even numbers and $O$ denotes the set of all positive odd numbers, then their union yields the entire set of positive integers, and their intersection is the empty set. Any two sets whose intersection is the empty set are said to be disjoint.

When the admissible elements are restricted to some fixed class of objects $U, U$ is called the universal set (or universe). Then for any subset $A$ of $U$, the complement of $A$ (symbolized by $A^{\prime}$ or $U-A$ ) is defined as the set of all elements in the universe $U$ that are not in $A$. For example, if the universe consists of the 26 letters of the alphabet, the complement of the set of vowels is the set of consonants.

## Example:

In analytic geometry, the points on a Cartesian grid are ordered pairs $(x, y)$ of numbers. In general, $(x, y) \neq(y, x)$; ordered pairs are defined so that $(a, b)=(c, d)$ if and only if both $a=c$ and $b=d$. In contrast, the set $\{x, y\}$ is identical to the set $\{y, x\}$ because they have exactly the same members.

The Cartesian product of two sets $A$ and $B$, denoted
By $A \times B$,
is defined as the set consisting of all ordered pairs $(a, b)$ for which $a \in A$ and $b \in B$. For example, if $A=\{x, y\}$ and $B=\{3,6,9\}$, then $A \times B=\{(x, 3),(x, 6),(x, 9),(y, 3),(y, 6),(y, 9)\}$.

Task: Show diagrammatically difference between union and intersection

| Set Operation | Venn Diagram | Interpretation |
| :---: | :--- | :--- |
| Union | $A \cup B$, is the set of all <br> values that are a member <br> of $A$, or $B$, or both. |  |
| Intersection | An $B$, is the set of all <br> values that are members <br> of both $A$ and $B$. |  |
| Difference | $A \backslash B$, is the set of all <br> values of $A$ that are not <br> members of $B$ |  |
| Symmetric |  | Difference |

Set Theory Symbols

| Symbol | Name | Example | Explanation |
| :--- | :--- | :--- | :--- |
| $\}$ | Set | $A=\{1,3\}$ <br> $B=\{2,3,9\}$ <br> $\mathrm{C}=\{3,9\}$ | Collection of objects |
|  |  | $A \cap B=\{3\}$ | Belong to both set A and set B |
| $\cap$ | Intersect | $A \cup B=\{1,2,3,9\}$ | Belong to set A or set B |
| $\cup$ | Union | $\{1\} \subset A$ <br> $C \subset B$ | A set that is contained in <br> another set |
| $\subset$ | Proper Subset | $\{1\} \subseteq A$ <br> $\{1,3\} \subseteq A$ | A set that is contained in or <br> equal to another set |
| $\subseteq$ | Subset | $\{1.3\} \not \subset A$ | A set that is not contained in |
| another set |  |  |  |

### 1.5 What Is Conditional Probability?

Conditional probability is defined as the likelihood of an event or outcome occurring, based on the occurrence of a previous event or outcome. Conditional probability is calculated by multiplying the probability of the preceding event by the updated probability of the succeeding, or conditional, event.

## $\equiv$ For example:

Event A is that an individual applying for college will be accepted. There is an $80 \%$ chance that this individual will be accepted to college.
Event B is that this individual will be given dormitory housing. Dormitory housing will only be provided for $60 \%$ of all of the accepted students.
P (Accepted and dormitory housing) $=\mathrm{P}$ (Dormitory Housing | Accepted) P (Accepted) $=$ $(0.60)^{*}(0.80)=0.48$.

A conditional probability would look at these two events in relationship with one another, such as the probability that you are both accepted to college, and you are provided with dormitory housing.

Conditional probability can be contrasted with unconditional probability. Unconditional probability refers to the likelihood that an event will take place irrespective of whether any other events have taken place or any other conditions are present.

## Understanding Conditional Probability

As previously stated, conditional probabilities are contingent on a previous result. It also makes a number of assumptions. For example, suppose you are drawing three marbles - red, blue, and green-from a bag. Each marble has an equal chance of being drawn. What is the conditional probability of drawing the red marble after already drawing the blue one?

First, the probability of drawing a blue marble is about $33 \%$ because it is one possible outcome out of three. Assuming this first event occurs, there will be two marbles remaining, with each having a $50 \%$ chance of being drawn. So the chance of drawing a blue marble after already drawing a red marble would be about $16.5 \%$ ( $33 \% \times 50 \%$ ).

As another example to provide further insight into this concept, consider that a fair die has been rolled and you are asked to give the probability that it was a five. There are six equally likely outcomes, so your answer is $1 / 6$. But imagine if before you answer, you get extra information that the number rolled was odd. Since there are only three odd numbers that are possible, one of which is five, you would certainly revise your estimate for the likelihood that a five was rolled from $1 / 6$ to $1 / 3$.

This revised probability that an event $A$ has occurred, considering the additional information that another event $B$ has definitely occurred on this trial of the experiment, is called the conditional probability of $A$ given $B$ and is denoted by $\mathrm{P}(\mathrm{A} \mid \mathrm{B})$.

> Conditional Probability Formula
> $P(B \mid A)=P(A$ and $B) / P(A)$
> Or:
> $P(B \mid A)=P(A \cap B) / P(A)$

## Another Example of Conditional Probability

As another example, suppose a student is applying for admission to a university and hopes to receive an academic scholarship. The school to which they are applying accepts 100 of every 1,000 applicants $(10 \%)$ and awards academic scholarships to 10 of every 500 students who are accepted $(2 \%)$. Of the scholarship recipients, $50 \%$ of them also receive university stipends for books, meals, and housing. For our ambitious student, the chance of them being accepted then receiving a scholarship is $.2 \%$ (. $1 \times .02$ ). The chance of them being accepted, receiving the scholarship, then also receiving a stipend for books, etc. is $.1 \%(.1 \times .02 \times .5)$.


Task:How conditional probability is different from normal probability

## Independent Events

Events can be "Independent", meaning each event is not affected by any other events.


## Example: Tossing a coin.

Each toss of a coin is a perfect isolated thing.
What it did in the past will not affect the current toss.
The chance is simply 1 -in- 2 , or $50 \%$, just like ANY toss of the coin.
So each toss is an Independent Event.

## Dependent Events

But events can also be "dependent" ... which means they can be affected by previous events.


Example: Marbles in a Bag
2 blue and 3 red marbles are in a bag.
What are the chances of getting a blue marble?
The chance is $\mathbf{2}$ in $\mathbf{5}$
But after taking one out the chances change!
So the next time:

If we got a red marble before, then the chance of a blue marble next is $\mathbf{2}$ in $\mathbf{4}$

If we got a blue marble before, then the chance of a blue marble next is $\mathbf{1}$ in 4
This is because we are removing marbles from the bag.
So the next event depends on what happened in the previous event, and is called dependent

## $\equiv$ Example: Drawing 2 Kings from a Deck

Event A is drawing a King first, and Event B is drawing a King second.

For the first card the chance of drawing a King is 4 out of 52 (there are 4 Kings in a deck of 52 cards):
$\mathrm{P}(\mathrm{A})=4 / 52$
But after removing a King from the deck the probability of the 2nd card drawn is less likely to be a King (only 3 of the 51 cards left are Kings):
$\mathrm{P}(\mathrm{B} \mid \mathrm{A})=3 / 51$
And so:
$\mathbf{P}(\mathbf{A}$ and $\mathbf{B})=\mathbf{P}(\mathbf{A}) \times \mathbf{P}(\mathbf{B} \mid \mathbf{A})=(4 / 52) \times(3 / 51)=12 / 2652=\mathbf{1} / 221$
So the chance of getting 2 Kings is 1 in 221, or about $0.5 \%$


### 1.6 Mutually Exclusive Events

In probability theory, two events are said to be mutually exclusive if they cannot occur at the same time or simultaneously. In other words, mutually exclusive events are called disjoint events. If two events are considered disjoint events, then the probability of both events occurring at the same time will be zero. If $A$ and $B$ are the two events, then the probability of disjoint of event $A$ and $B$ is written by:

Probability of Disjoint (or) Mutually Exclusive Event $=P(A$ and $B)=0$

In probability, the specific addition rule is valid when two events are mutually exclusive. It states that the probability of either event occurring is the sum of probabilities of each event occurring. If A and $B$ are said to be mutually exclusive events then the probability of an event A occurring or the probability of event B occurring is given as $\mathrm{P}(\mathrm{A})+\mathrm{P}(\mathrm{B})$, i.e.,
$P(A$ or $B)=P(A)+P(B)$

Some of the examples of the mutually exclusive events are:

Example: When tossing a coin, the event of getting head and tail are mutually exclusive. Because the probability of getting head and tail simultaneously is 0 .
In a six-sided die, the events " 2 " and " 5 " are mutually exclusive. We cannot get both the events 2 and 5 at the same time when we threw one die.

In a deck of 52 cards, drawing a red card and drawing a club are mutually exclusive events because all the clubs are black.

If the events $A$ and $B$ are not mutually exclusive, the probability of getting $A$ or $B$ is given as:
$P(A$ or $B)=P(A)+P(B)-P(A$ and $B)$

## Dependent and Independent Events

Two events are said to be dependent if the occurrence of one event changes the probability of another event. Two events are said to be independent events if the probability of one event that does not affect the probability of another event. If two events are mutually exclusive, they are not independent. Also, independent events cannot be mutually exclusive.

Mutually Exclusive Events Probability Rules
In probability theory, two events are mutually exclusive or disjoint if they do not occur at the same time.

A clear case is the set of results of a single coin toss, which can end in either heads or tails, but not for both. While tossing the coin, both outcomes are collectively exhaustive, which suggests that at least one of the consequences must happen, so these two possibilities collectively exhaust all the possibilities.

Though, not all mutually exclusive events are commonly exhaustive. For example, the outcomes 1 and 4 of a six-sided die, when we throw it, are mutually exclusive (both 1 and 4 cannot come as result at the same time) but not collectively exhaustive (it can result to distinct outcomes such as 2,3,5,6).

From the definition of mutually exclusive events, certain rules for the probability are concluded.
Addition Rule: $\mathrm{P}(\mathrm{A}+\mathrm{B})=1$
Subtraction Rule: $\mathrm{P}(\mathrm{A} U \mathrm{~B})^{\prime}=0$
Multiplication Rule: $\mathrm{P}(\mathrm{A} \cap \mathrm{B})=0$
There are different varieties of events also. For instance, think a coin that has a Head on both the sides of the coin or a Tail on both sides.

It doesn't matter how many times you flip it, it will always occur Head (for the first coin) and Tail (for the second coin). If we check the sample space of such experiment, it will be either $\{\mathrm{H}\}$ for the first coin and $\{\mathrm{T}\}$ for the second one. Such events have single point in the sample space and are called "Simple Events". Such kind of two sample events is always mutually exclusive.

Task:What are mutually exclusive events?

## Mutually Exclusive Events



Non-Mutually Exclusive Events


$$
P(A \text { or } B)=P(A)+P(B)-P(A \text { and } B)
$$

## Conditional Probability for Mutually Exclusive Events

Conditional probability is stated as the probability of an event $A$, given that another event $B$ has occurred. Conditional Probability for two independent events $B$ has given $A$ is denoted by the expression $\mathrm{P}(\mathrm{B} \mid \mathrm{A})$ and it is defined using the equation
$\mathrm{P}(\mathrm{B} \mid \mathrm{A})=\mathrm{P}(\mathrm{A} \cap \mathrm{B}) / \mathrm{P}(\mathrm{A})$
Redefine the above equation using multiplication rule: $P(A \cap B)=0$
$\mathrm{P}(\mathrm{B} \mid \mathrm{A})=0 / \mathrm{P}(\mathrm{A})$
So the conditional probability formula for mutually exclusive events is:
$P(B \mid A)=0$

Examples with Solutions
Here the sample problem for mutually exclusive events is given in detail. Go through once to learn easily.

Question 1: What is the probability of a die showing a number 3 or number 5 ?

## Solution: Let,

$P(3)$ is the probability of getting a number 3
$P(5)$ is the probability of getting a number 5
$P(3)=1 / 6$ and $P(5)=1 / 6$
So,
$P(3$ or 5$)=P(3)+P(5)$
$P(3$ or 5$)=(1 / 6)+(1 / 6)=2 / 6$
$P(3$ or 5$)=1 / 3$
Therefore, the probability of a die showing 3 or 5 is $1 / 3$.

### 1.7 Pair wise independence

The events are called pairwise independent if any two events in the collection are independent of each other, while saying that the events are mutually independent (or collectively independent) intuitively means that each event is independent of any combination of other events in the collection.

- Pairwise means forming all possible pairs - two items at a time - from a set. For example, in the set $\{1,2,3\}$ all possible pairs are $(1,2),(2,3),(1,3)$.
- The events are called pairwise independent if any two events in the collection are independent of each other while saying that the events are mutually independent (or collectively independent) intuitively means that each event is independent of any combination of other events in the collection.


### 1.8 What Is Bayes' Theorem?

Bayes' theorem, named after 18th-century British mathematician Thomas Bayes, is a mathematical formula for determining conditional probability. Conditional probability is the likelihood of an outcome occurring, based on a previous outcome occurring. Bayes' theorem provides a way to revise existing predictions or theories (update probabilities) given new or additional evidence. In finance, Bayes' theorem can be used to rate the risk of lending money to potential borrowers.

Bayes' theorem is also called Bayes' Rule or Bayes' Law and is the foundation of the field of Bayesian statistics

Applications of the theorem are widespread and not limited to the financial realm. As an example, Bayes' theorem can be used to determine the accuracy of medical test results by taking into consideration how likely any given person is to have a disease and the general accuracy of the test.

Bayes' theorem relies on incorporating prior probability distributions in order to generate posterior probabilities.

Prior probability, in Bayesian statistical inference, is the probability of an event before new data is collected. This is the best rational assessment of the probability of an outcome based on the current knowledge before an experiment is performed.

Posterior probability is the revised probability of an event occurring after taking into consideration new information. Posterior probability is calculated by updating the prior probability by using Bayes' theorem. In statistical terms, the posterior probability is the probability of event A occurring given that event B has occurred.

Bayes' theorem thus gives the probability of an event based on new information that is, or may be related, to that event.

The formula can also be used to see how the probability of an event occurring is affected by hypothetical new information, supposing the new information will turn out to be true.

For instance, say a single card is drawn from a complete deck of 52 cards. The probability that the card is a king is four divided by 52 ,

Which equals $1 / 13$ or approximately $7.69 \%$.
Remember that there are four kings in the deck. Now, suppose it is revealed that the selected card is a face card. The probability the selected card is a king, given it is a face card, is four divided by 12 , or approximately $33.3 \%$, as there are 12 face cards in a deck.

## Formula For Bayes' Theorem

$P(A \mid B)=\frac{P(A \bigcap B)}{P(B)}=\frac{P(A) \cdot P(B \mid A)}{P(B)}$

## where:

$P(A)=$ The probability of A occurring
$P(B)=$ The probability of B occurring
$P(A \mid B)=$ The probability of A given B
$P(B \mid A)=$ The probability of B given A
$P(A \bigcap B))=$ The probability of both A and B occurring

Let us say $P($ Fire ) means how often there is fire, and $P($ Smoke ) means how often we see smoke, then:

P (Fire |Smoke) means how often there is fire when we can see smoke $P($ Smoke|Fire ) means how often we can see smoke when there is fire So the formula kind of tells us "forwards" P (Fire|Smoke) when we know "backwards" P(Smoke|Fire)

Example:

- Dangerous fires are rare (1\%)
- But smoke is fairly common ( $10 \%$ ) due to barbecues,
- And $\mathbf{9 0} \%$ of dangerous fires make smoke

We can then discover the probability of dangerous Fire when there is Smoke:

$$
\begin{aligned}
\mathrm{P}(\text { Fire } \mid \text { Smoke }) & =P(\text { Fire }) P(\text { Smoke } \mid \text { Fire }) \mathbf{P}(\text { Smoke }) \\
& =1 \% \times 90 \% \mathbf{1 0} \% \\
& =9 \%
\end{aligned}
$$

So it is still worth checking out any smoke to be sure.

## Example: Picnic Day

You are planning a picnic today, but the morning is cloudy

- Oh no! $50 \%$ of all rainy days start off cloudy!
- But cloudy mornings are common (about $40 \%$ of days start cloudy)
- And this is usually a dry month (only 3 of 30 days tend to be rainy, or $10 \%$ )


## What is the chance of rain during the day?

We will use Rain to mean rain during the day, and Cloud to mean cloudy morning.

The chance of Rain given Cloud is written P(Rain |Cloud)
So let's put that in the formula:

$$
P(\text { Rain } \mid \text { Cloud })=P(\text { Rain }) P(\text { Cloud } \mid \text { Rain }) \mathbf{P}(\text { Cloud })
$$

- $\quad P($ Rain $)$ is Probability of Rain $=10 \%$
- $P($ Cloud | Rain) is Probability of Cloud, given that Rain happens $=50 \%$
- $P($ Cloud $)$ is Probability of Cloud $=40 \%$

$$
\mathrm{P}(\text { Rain } \mid \text { Cloud })=0.1 \times 0.50 .4=.125
$$

Or a $12.5 \%$ chance of rain. Not too bad, let's have a picnic!

### 1.9 How to Use Bayes Theorem for Business and Finance

In finance and business circles, corporate financial specialists have been applying Bayes' Theorem for centuries.

Consider these applications:
In evaluating interest rates. Companies rely on interest rates for multiple reasons - borrowing money, investing in the fixed income market, and trading in currencies overseas. Any unexpected shifts in interest rate values can hit a company hard in the pocketbook, and can negatively impact profits and revenues. With Bayes Theorem and estimated probabilities, companies can better evaluate systematic changes in interest rates, and steer their financial resources to take maximum advantage.

With net income. Businesses are keen to be on top of their net income streams, or the profit a business earns after subtracting expenses out of the equation. Net income is highly vulnerable to external events, like legal proceedings, weather, the cost of necessary equipment and materials, and geopolitical events, for starters. Plugging probability scenarios into the net income equation when these scenarios arise gives financial decision makers a stronger platform when managing resources and making critical decisions.

For extending credit. Under the Bayes Theorem conditional probability model, financial companies can make better decisions and better evaluate the risk of lending cash to unfamiliar or even existing borrowers. For example, an existing client may have had a good previous track record of repaying loans, but lately the client has been slow in playing This additional information, based on probability theory, can lead the company to treat the slow payment history as a red flag, and either hike interest rates on the loan or reject it altogether.

Example:

## The Enigma code

In 1774, the brilliant French mathematician Pierre-Simon Laplace expanded upon Bayes' theorem, before the theorem all but disappeared from sight until the 20th Century, when British codebreaker Alan Turing used it during the Second World War to help crack the 'unbreakable' Enigma code, a development that helped the Allies win the war.

Turing developed a system based on Bayesian theory that enabled him to guess a stretch of letters in an Enigma message, calculate the probabilities, and add more clues as they arrived. With this method he could reduce the number of wheel settings to be tested, which subsequently led him to cracking the code.

With the advent of the computer age, the use of Bayesian theory has exploded, into such areas as artificial intelligence, robotics, law, imaging technologies and medical diagnostics. In 1996, Bill Gates said that Microsoft's competitive advantage was its use of Bayesian networks. Bayes techniques are also used in spam filters, voice recognition systems, recommendation systems and in Google search.

Despite Bayes' theorem being a clever mathematical formula, the good news is that you don't need to be a mathematician to be able to apply Bayesian thinking to investing or your everyday life.

## Summary

Probability and Statistics are the two important concepts in Math's. Probability is all about chance.
Whereas statistics is more about how we handle various data using different techniques.
It helps to represent complicated data in a very easy and understandable way.
The statistic has a huge application nowadays in data science professions.
Conditional probability is defined as the likelihood of an event or outcome occurring, based on the occurrence of a previous event or outcome. Conditional probability is calculated by multiplying the probability of the preceding event by the updated probability of the succeeding, or conditional, event.

In probability theory, two events are mutually exclusive or disjoint if they do not occur at the same time.

A set is an unordered collection of different elements. A set can be written explicitly by listing its elements using set bracket. If the order of the elements is changed or any element of a set is repeated, it does not make any changes in the set

Random Experiment:An experiment whose result cannot be predicted, until it is noticed is called a random experiment. For example, when we throw a dice randomly, the result is uncertain to us. We can get any output between 1 to 6 . Hence, this experiment is random.

Sample Space: A sample space is the set of all possible results or outcomes of a random experiment.

## Keywords

Expected value is the mean of a random variable. It is the assumed value which is considered for a random experiment Conditional probability is defined as the likelihood of an event or outcome occurring, based on the occurrence of a previous event or outcome. Conditional probability is calculated by multiplying the probability of the preceding event by the updated probability of the succeeding, or conditional, event.

In probability theory, two events are mutually exclusive or disjoint if they do not occur at the same time.

A set is an unordered collection of different elements. A set can be written explicitly by listing its elements using set bracket. If the order of the elements is changed or any element of a set is repeated, it does not make any changes in the set

Bayes' theorem, named after 18th-century British mathematician Thomas Bayes, is a mathematical formula for determining conditional probability

## Self Assessment

1. $\qquad$ is more about how we handle various data using different techniques.
A. Statistics
B. Probability
C. Random Experiemnt
D. Sample Space
2. $\qquad$ is all about chance.
A. Statistics
B. Probability
C. Random Experiemnt
D. Sample Space
3. A $\qquad$ is a trial, or observation that can be repeated numerous times under the same conditions.
A. Statistics
B. Probability
C. Random Experiment
D. Sample Space
4. The $\qquad$ of a random experiment is the collection of all possible outcomes.
A. Statistics
B. Probability
C. Random Experiment
D. Sample Space
5. $\qquad$ are two or more sets that have no elements in common, therefore the intersection is an empty set.
A. Disjoint sets
B. Union
C. Set difference
D. Intersection
6. In mathematics, a set A is a $\qquad$ of a set B if all elements of A are also elements of B.
A. Disjoint sets
B. Subset
C. Set difference
D. Intersection
7. Tossing a coin is
A. Dependent event
B. Independent event
C. Null
D. All of these
8. $\qquad$ is the probability of an event occurring given that another event has already occurred.
A. Conditional probability
B. Unconditional probability
C. Random probability
D. All of these
9. Suppose we have 5 blue marbles and 5 red marbles in a bag. We pull out one marble, which may be blue or red. Now there are 9 marbles left in the bag. This is example of
A. Dependent event
B. Independent event
C. Null
D. All of these
10. Events are said to be $\qquad$ if they cannot occur together.
A. Mutually exclusive
B. Exclusive
C. Mutually
D. All of these
11. The result of an experiment is known as $\qquad$ .
A. Random variable
B. Event
C. Sample space
D. All of these
12. $\qquad$ are nothing but all the sample points
A. Exhaustive events
B. Mutually exclusive
C. Exclusive
D. Mutually
13. $\qquad$ is the measure of the likelihood that an event will occur.
A. Probability
B. Statistics
C. Sample space
D. Random Experiment
14. The $\qquad$ Theorem is a mathematic model, based on statistics and probability that aims to calculate the probability of one scenario based on its relationship with another scenario.
A. Multiplication
B. Addition
C. Bayes
D. Random theorem
15. The initial probability is based on the present level of information.
A. Prior Probability
B. Posterior Probability
C. Previous Probability
D. All of these

Answers for Self Assessment

1. A
2. B
3. C
4. D
5. A
6. B
7. B
8. A
9. A
10. A
11. B
12. A
13. A
14. C
15. A

## Review Questions

1. What is the probability of getting a 2 or a 5 when a die is rolled?
2. What is difference between probability and statistics?
3. Explain conditional probability with example?
4. How Probability and statistics are related to set theory of mathematics?
5. Why, mutually exclusive events are called disjoint events.
6. What is Bayes theorem and How to Use Bayes Theorem for Business and Finance.
7. Give example to differentiate independent and dependent events?
8. what is random experiment and random variables.

## [D] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by HosseinPishro-Nik


## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objectives

- understand basic definitions of statistical inference,
- understand various sampling techniques,
- learn the concept of experimental design,
- understand concept of sampling techniques,
- learn concept of sample and population.


## Introduction

Statistics is the science concerned with developing and studying methods for collecting, analyzing, interpreting, and presenting empirical data. Statistics is a highly interdisciplinary field; research in statistics finds applicability in virtually all scientific fields and research questions in the various scientific fields motivate the development of new statistical methods and theory. In developing methods and studying the theory that underlies the methods statisticians draw on a variety of mathematical and computational tools. Two fundamental ideas in the field of statistics are uncertainty and variation. There are many situations that we encounter in science (or more generally in life) in which the outcome is uncertain. In some cases, the uncertainty is because the outcome in question is not determined yet (e.g., we may not know whether it will rain tomorrow) while in other cases the uncertainty is because although the outcome has been determined already, we are not aware of it (e.g., we may not know whether we passed a particular exam).
Probability is a mathematical language used to discuss uncertain events and probability plays a key role in statistics. Any measurement or data collection effort is subject to a number of sources of variation. By this we mean that if the same measurement were repeated, then the answer would likely change. Statisticians attempt to understand and control (where possible) the sources of variation in any situation.

Two fundamental ideas in the field of statistics are uncertainty and variation

### 2.1 Statistical inference

Statistical inference is the process of using data analysis to infer properties of an underlying distribution of probability. [Inferential statistical analysis infers properties of a population, for example by testing hypotheses and deriving estimates. It is assumed that the observed data set is sampled from a larger population.

Inferential statistics can be contrasted with descriptive statistics. Descriptive statistics is solely concerned with properties of the observed data, and it does not rest on the assumption that the data come from a larger population. In machine learning, the term inference is sometimes used instead to mean "make a prediction, by evaluating an already trained model"; in this context inferring properties of the model is referred to as training or learning (rather than inference), and using a model for prediction is referred to as inference (instead of prediction); see also predictive inference.

## Models and assumptions

Any statistical inference requires some assumptions. A statistical model is a set of assumptions concerning the generation of the observed data and similar data. Descriptions of statistical models usually emphasize the role of population quantities of interest, about which we wish to draw inference. Descriptive statistics are typically used as a preliminary step before more formal inferences are drawn.

## Degree of models/assumptions

Statisticians distinguish between three levels of modeling assumptions;
Fully parametric: The probability distributions describing the data-generation process are assumed to be fully described by a family of probability distributions involving only a finite number of unknown parameters.

Example: one may assume that the distribution of population values is truly Normal, with unknown mean and variance, and that datasets are generated by 'simple' random sampling. The family of generalized linear models is a widely used and flexible class of parametric models.

Non-parametric: The assumptions made about the process generating the data are much less than in parametric statistics and may be minimal.

Example: every continuous probability distribution has a median, which may be estimated using the sample median or the Hodges-Lehmann-Sen estimator, which has good properties when the data arise from simple random sampling.
Semi-parametric: This term typically implies assumptions 'in between' fully and non-parametric approaches. For example, one may assume that a population distribution has a finite mean. Furthermore, one may assume that the mean response level in the population depends in a truly linear manner on some covariate (a parametric assumption) but not make any parametric assumption describing the variance around that mean (i.e. about the presence or possible form of any heteroscedasticity). More generally, semi-parametric models can often be separated into 'structural' and 'random variation' components. One component is treated parametrically and the other non-parametrically. The well-known Cox model is a set of semi-parametric assumptions.


Task: How statistical inference is used in analysis?

### 2.2 Population and Sample

In statistics as well as in quantitative methodology, the set of data are collected and selected from a statistical population with the help of some defined procedures. There are two different types of data sets namely, population and sample. So basically, when we calculate the mean deviation, variance and standard deviation, it is necessary for us to know if we are referring to the entire population or to only sample data. Suppose the size of the population is denoted by ' $n$ ' then the sample size of that population is denoted by $\mathrm{n}-1$. Let us take a look of population, data sets and sample data sets in detail.

## Population

It includes all the elements from the data set and measurable characteristics of the population such as mean and standard deviation are known as a parameter. For example, all people living in India indicates the population of India.

There are different types of population. They are:

- Finite Population
- Infinite Population
- Existent Population
- Hypothetical Population

Let us discuss all the types one by one.

## Finite Population

The finite population is also known as a countable population in which the population can be counted. In other words, it is defined as the population of all the individuals or objects that are finite. For statistical analysis, the finite population is more advantageous than the infinite population. Examples of finite populations are employees of a company, potential consumer in a market.

## Infinite Population

The infinite population is also known as an uncountable population in which the counting of units in the population is not possible. Example of an infinite population is the number of germs in the patient's body is uncountable.

## Existent Population

The existing population is defined as the population of concrete individuals. In other words, the population whose unit is available in solid form is known as existent population. Examples are books, students etc.

## Hypothetical Population

The population in which whose unit is not available in solid form is known as the hypothetical population. A population consists of sets of observations, objects etc that are all something in common. In some situations, the populations are only hypothetical.

Examples are an outcome of rolling the dice, the outcome of tossing a coin

## Sample

It includes one or more observations that are drawn from the population and the measurable characteristic of a sample is a statistic. Sampling is the process of selecting the sample from the population. For example, some people living in India is the sample of the population.
Basically, there are two types of sampling. They are:

- Probability sampling
- Non-probability sampling
- 


## Probability Sampling

In probability sampling, the population units cannot be selected at the discretion of the researcher. This can be dealt with following certain procedures which will ensure that every unit of the population consists of one fixed probability being included in the sample. Such a method is also called random sampling. Some of the techniques used for probability sampling are:

- Simple random sampling
- Cluster sampling
- Stratified Sampling
- Disproportionate sampling
- Proportionate sampling
- Optimum allocation stratified sampling
- Multi-stage sampling


## Non-Probability Sampling

In non-probability sampling, the population units can be selected at the discretion of the researcher. Those samples will use the human judgments for selecting units and has no theoretical basis for estimating the characteristics of the population. Some of the techniques used for non-probability sampling are

- Quota sampling
- Judgment sampling
- Purposive sampling


Task:What is different between probability and non-probability sampling

## Population and Sample Examples

All the people who have the ID proofs is the population and a group of people who only have voter id with them is the sample.

All the students in the class are population whereas the top 10 students in the class are the sample.
All the members of the parliament is population and the female candidates present there is the sample.

Simple random sampling: One of the best probability sampling techniques that helps in saving time and resources, is the Simple Random Sampling method. It is a reliable method of obtaining information where every single member of a population is chosen randomly, merely by chance. Each individual has the same probability of being chosen to be a part of a sample.

Example: in an organization of 500 employees, if the HR team decides on conducting team building activities, it is highly likely that they would prefer picking chits out of a bowl. In this case, each of the 500 employees has an equal opportunity of being selected.

Cluster sampling: Cluster sampling is a method where the researchers divide the entire population into sections or clusters that represent a population. Clusters are identified and included in a sample based on demographic parameters like age, sex, location, etc. This makes it very simple for a survey creator to derive effective inference from the feedback.

For example, if the United States government wishes to evaluate the number of immigrants living in the mainland US, they can divide it into clusters based on states such as California, Texas, Florida, Massachusetts, Colorado, Hawaii, etc. This way of conducting a survey will be more effective as the results will be organized into states and provide insightful immigration data.

Systematic sampling: Researchers use the systematic sampling method to choose the sample members of a population at regular intervals. It requires the selection of a starting point for the sample and sample size that can be repeated at regular intervals. This type of sampling method has a predefined range, and hence this sampling technique is the least time-consuming.

Example:a researcher intends to collect a systematic sample of 500 people in a population of 5000 He /she numbers each element of the population from 1-5000 and will choose every 10th individual to be a part of the sample (Total population/ Sample Size = 5000/500 = 10).

Stratified random sampling: Stratified random sampling is a method in which the researcher divides the population into smaller groups that don't overlap but represent the entire population. While sampling, these groups can be organized and then draw a sample from each group separately.
For example, a researcher looking to analyze the characteristics of people belonging to different annual income divisions will create strata (groups) according to the annual family income. Eg - less than $\$ 20,000, \$ 21,000-\$ 30,000, \$ 31,000$ to $\$ 40,000, \$ 41,000$ to $\$ 50,000$, etc. By doing this, the researcher concludes the characteristics of people belonging to different income groups. Marketers can analyze which income groups to target and which ones to eliminate to create a roadmap that would bear fruitful results.

Convenience sampling: This method is dependent on the ease of access to subjects such as surveying customers at a mall or passers-by on a busy street. It is usually termed as convenience sampling, because of the researcher's ease of carrying it out and getting in touch with the subjects. Researchers have nearly no authority to select the sample elements, and it's purely done based on proximity and not representativeness.
This non-probability sampling method is used when there are time and cost limitations in collecting feedback. In situations where there are resource limitations such as the initial stages of research, convenience sampling is used.


Example: startups and NGOs usually conduct convenience sampling at a mall to distribute leaflets of upcoming events or promotion of a cause - they do that by standing at the mall entrance and giving out pamphlets randomly.

Judgmental or purposive sampling: Judgmental or purposive samples are formed by the discretion of the researcher. Researchers purely consider the purpose of the study, along with the understanding of the target audience. For instance, when researchers want to understand the thought process of people interested in studying for their master's degree. The selection criteria will be: "Are you interested in doing your masters in ...?" and those who respond with a "No" are excluded from the sample.

Snowball sampling: Snowball sampling is a sampling method that researchers apply when the subjects are difficult to trace. For example, it will be extremely challenging to survey shelter less people or illegal immigrants. In such cases, using the snowball theory, researchers can track a few categories to interview and derive results. Researchers also implement this sampling method in situations where the topic is highly sensitive and not openly discussed - for example, surveys to gather information about HIV Aids. Not many victims will readily respond to the questions. Still, researchers can contact people they might know or volunteers associated with the cause to get in touch with the victims and collect information.

Quota sampling: In Quota sampling the selection of members in this sampling technique happens based on a pre-set standard. In this case, as a sample is formed based on specific attributes, the created sample will have the same qualities found in the total population. It is a rapid method of collecting samples.

### 2.3 Difference Between Population and Sample

Some of the key differences between population and sample are clearly given below:

| Comparison | Population | Sample |
| :--- | :--- | :--- |
| Meaning | Collection of all the <br> units or elements that <br> possess common <br> characteristics | A subgroup of <br> the members of <br> the population |


| Includes | Each and every element <br> of a group | Only includes a <br> handful of units <br> of population |
| :--- | :--- | :--- |
| Characteristics | Parameter | Statistic |
| Data Collection | Complete enumeration <br> or census | Sampling or <br> sample survey |
| Focus on | Identification of the <br> characteristics | Making <br> inferences about <br> the population |

Task: In which situation snowball sampling is used?

Example: in a population of 1000 members, every member will have a $1 / 1000$ chance of being selected to be a part of a sample. Probability sampling eliminates bias in the population and gives all members a fair chance to be included in the sample.

### 2.4 Examples of probability sampling techniques:



Simple random sampling: One of the best probability sampling techniques that helps in saving time and resources, is the Simple Random Sampling method. It is a reliable method of obtaining information where every single member of a population is chosen randomly, merely by chance. Each individual has the same probability of being chosen to be a part of a sample.

For Example, in an organization of 500 employees, if the HR team decides on conducting team building activities, it is highly likely that they would prefer picking chits out of a bowl. In this case, each of the 500 employees has an equal opportunity of being selected.
Cluster sampling: Cluster sampling is a method where the researchers divide the entire population into sections or clusters that represent a population. Clusters are identified and included in a sample based on demographic parameters like age, sex, location, etc. This makes it very simple for a survey creator to derive effective inference from the feedback.

For example, if the United States government wishes to evaluate the number of immigrants living in the mainland US, they can divide it into clusters based on states such as California, Texas, Florida, Massachusetts, Colorado, Hawaii, etc. This way of conducting a survey will be more effective as the results will be organized into states and provide insightful immigration data.

Systematic sampling: Researchers use the systematic sampling method to choose the sample members of a population at regular intervals. It requires the selection of a starting point for the sample and sample size that can be repeated at regular intervals. This type of sampling method has a predefined range, and hence this sampling technique is the least time-consuming.
Stratified random sampling: Stratified random sampling is a method in which the researcher divides the population into smaller groups that don't overlap but represent the entire population. While sampling, these groups can be organized and then draw a sample from each group separately.

## Uses of probability sampling

There are multiple uses of probability sampling:
Reduce Sample Bias: Using the probability sampling method, the bias in the sample derived from a population is negligible to non-existent. The selection of the sample mainly depicts the understanding and the inference of the researcher. Probability sampling leads to higher quality data collection as the sample appropriately represents the population.

Diverse Population: When the population is vast and diverse, it is essential to have adequate representation so that the data is not skewed towards one demographic. For example, if Square would like to understand the people that could make their point-of-sale devices, a survey conducted from a sample of people across the US from different industries and socio-economic backgrounds helps.
Create an Accurate Sample: Probability sampling helps the researchers plan and create an accurate sample. This helps to obtain well-defined data.

## Types of non-probability sampling with examples

The non-probability method is a sampling method that involves a collection of feedback based on a researcher or statistician's sample selection capabilities and not on a fixed selection process. In most situations, the output of a survey conducted with a non-probable sample leads to skewed results, which may not represent the desired target population. But there are situations such as the preliminary stages of research or cost constraints for conducting research, where non-probability sampling will be much more useful than the other type.
Four types of non-probability sampling explain the purpose of this sampling method in a better manner:

Convenience sampling: This method is dependent on the ease of access to subjects such as surveying customers at a mall or passers-by on a busy street. It is usually termed as convenience sampling, because of the researcher's ease of carrying it out and getting in touch with the subjects. Researchers have nearly no authority to select the sample elements, and it's purely done based on proximity and not representativeness. This non-probability sampling method is used when there are time and cost limitations in collecting feedback. In situations where there are resource limitations such as the initial stages of research, convenience sampling is used.

For Example, startups and NGOs usually conduct convenience sampling at a mall to distribute leaflets of upcoming events or promotion of a cause - they do that by standing at the mall entrance and giving out pamphlets randomly.
Judgmental or purposive sampling: Judgmental or purposive samples are formed by the discretion of the researcher. Researchers purely consider the purpose of the study, along with the understanding of the target audience. For instance, when researchers want to understand the thought process of people interested in studying for their master's degree. The selection criteria will be: "Are you interested in doing your masters in ...?" and those who respond with a "No" are excluded from the sample.
Snowball sampling: Snowball sampling is a sampling method that researchers apply when the subjects are difficult to trace. For example, it will be extremely challenging to survey shelter less people or illegal immigrants. In such cases, using the snowball theory, researchers can track a few categories to interview and derive results.

Quota sampling: In Quota sampling, the selection of members in this sampling technique happens based on a pre-set standard. In this case, as a sample is formed based on specific attributes, the created sample will have the same qualities found in the total population. It is a rapid method of collecting samples.

## Uses of non-probability sampling

## Non-probability sampling is used for the following:

Create a hypothesis: Researchers use the non-probability sampling method to create an assumption when limited to no prior information is available. This method helps with the immediate return of data and builds a base for further research.

Exploratory research: Researchers use this sampling technique widely when conducting qualitative research, pilot studies, or exploratory research.

Budget and time constraints: The non-probability method when there are budget and time constraints, and some preliminary data must be collected. Since the survey design is not rigid, it is easier to pick respondents at random and have them take the survey or questionnaire.

How do you decide on the type of sampling to use?
For any research, it is essential to choose a sampling method accurately to meet the goals of your study. The effectiveness of your sampling relies on various factors. Here are some steps expert researchers follow to decide the best sampling method.

Jot down the research goals. Generally, it must be a combination of cost, precision, or accuracy. Identify the effective sampling techniques that might potentially achieve the research goals.

Test each of these methods and examine whether they help in achieving your goal.
Select the method that works best for the research.

### 2.5 Difference Between Probability Sampling and Non-Probability Sampling Methods

|  | Probability Sampling Methods | Non-Probability Sampling Methods |
| :---: | :---: | :---: |
| Definition | Probability Sampling is a sampling technique in which samples from a larger population are chosen using a method based on the theory of probability. | Non-probability sampling is a sampling technique in which the researcher selects samples based on the researcher's subjective judgment rather than random selection. |
| Alternatively Known as | Random sampling method. | Non-random sampling method |
| Population selection | The population is selected randomly. | The population is selected arbitrarily. |
| Nature | The research is conclusive. | The research is exploratory. |
| Sample | Since there is a method for deciding the sample, the population demographics are conclusively represented. | Since the sampling method is arbitrary, the population demographics representation is almost always skewed. |
| Time Taken | Takes longer to conduct since the research design defines the selection parameters before the market research study begins. | This type of sampling method is quick since neither the sample or selection criteria of the sample are undefined. |
| Results | This type of sampling is entirely unbiased and hence the results are unbiased too and conclusive. | This type of sampling is entirely biased and hence the results are biased too, rendering the research speculative. |

### 2.6 Experimental Design Definition

In Statistics, the experimental design or the design of experiment (DOE) is defined as the design of an information-gathering experiment in which a variation is present or not, and it should be performed under the full control of the researcher. This term is generally used for controlled experiments. These experiments minimize the effects of the variable to increase the reliability of results. In this design, the process of an experimental unit may include a group of people, plants, animals, etc.

## Types of Experimental Designs

There are different types of experimental designs of research. They are:

- Pre-experimental Research Design
- True-experimental Research Design
- Quasi-Experimental Research Design


## Pre-experimental Research Design

The simplest form of experimental research design in Statistics is the pre-experimental research design. In this method, a group or various groups are kept under observations, after some factors are recognized for the cause and effect. This method is usually conducted in order to understand whether further investigations are needed for the targeted group. That is why this process is considered to be cost-effective. This method is classified into three types, namely,

## Static Group Comparison

One-group Pretest-posttest Experimental Research Design
One-shot Case Study Experimental Research Design
True-experimental Research Design
This is the most accurate form of experimental research design as it relies on the statistical hypothesis to prove or disprove the hypothesis. This is the most commonly used method implemented in Physical Science. True experimental research design is the only method that establishes the cause-and-effect relationship within the groups. The factors which need to be satisfied in this method are:

Random variable
Variable can be manipulated by the researcher
Control Groups (A group of participants are familiar to the experimental group, but the experimental rules do not apply to them)

Experimental Group (Research participants where experimental rules are applied)
Quasi-Experimental Design
A quasi-experimental design is similar to the true experimental design, but there is a difference between the two.
In true experiment design, the participants of the group are randomly assigned. So, every unit has an equal chance of getting into the experimental group.

In a quasi-experimental design, the participants of the groups are not randomly assigned. So, the researcher cannot make a cause or effect conclusion. Thus, it is not possible to assign the participants into the group.

Apart from these types of experimental design research in statistics, there are other two methods used in the research process such as randomized block design and completely randomized design.

## Randomized Block Design

The randomized block design is preferred in the case when the researcher is clear about the distinct difference among the group of objects. In this design, the experimental units are classified into subgroups of similar categories. Those groups are randomly assigned to the group of treatment. The blocks are classified in such a way in which the variability within each block should be less than the variability among the blocks. This block design is quite efficient as it reduces the variability and produces a better estimation.

## $\equiv$ Example:

In a drug testing experiment, the researcher believes that age is the most significant factor. So he divides the units according to the age groups such as
Under 15 years old
15-35 years old
36 - 55 years old
Over 55 years old
Completely Randomized Design
Of all the types, the simplest type of experimental design is the completely randomized design, in which the participants are randomly assigned to the treatment groups. The main advantage of using this method is that it avoids bias and controls the role of chance. This method provides a solid foundation for the Statistical analysis as it allows the use of probability theory.

Application of Experimental Design
The concept of experimental design is applied to Engineering, Natural Science and Social Science as well. The areas in which the experimental designs used are:

Evaluation of physical structures, materials and components
Chemical formulations
Computer programs
Opinion polls
Natural experiments
Statistical surveys

## Summary

- Statistical inference is the process of using data analysis to infer properties of an underlying distribution of probability.
- Sampling is a process used in statistical analysis in which a predetermined number of observations are taken from a larger population
- A population is the entire group that you want to draw conclusions about. A sample is the specific group that you will collect data from. The size of the sample is always less than the total size of the population.
- Experimental design is the process of carrying out research in an objective and controlled fashion so that precision is maximized and specific conclusions can be drawn regarding a hypothesis statement.
- A discrete variable is a variable whose value is obtained by counting. A continuous variable is a variable whose value is obtained by measuring. ... A continuous random variable $X$ takes all values in a given interval of numbers.


## Keywords

- Sampling is a process used in statistical analysis in which a predetermined number of observations are taken from a larger population
- A population is the entire group that you want to draw conclusions about. A sample is the specific group that you will collect data from. The size of the sample is always less than the total size of the population
- In the most basic form of probability sampling (i.e., a simple random sample), every member of the population has an equal chance of being selected into the study.
- . Non-probability sampling, on the other hand, does not involve "random" processes for selecting participants


## SelfAssessment

1. $\qquad$ is the process of using data analysis to infer properties of an underlying distribution of probability.
A. Statistical inference
B. Conditional probability
C. Sampling
D. Quota
2. In this case each individual is chosen entirely by chance and each member of the population has an equal chance, or probability, of being selected.
A. Simple Random Sampling
B. Systematic Sampling
C. Stratified sampling
D. Clustered Sampling
3. In which Individuals are selected at regular intervals from the sampling frame
A. Simple Random Sampling
B. Systematic Sampling
C. Stratified sampling
D. Clustered Sampling
4. In this method, the population is first divided into subgroups (or strata) who all share a similar characteristic
A. Simple Random Sampling
B. Systematic Sampling
C. Stratified sampling
D. Clustered Sampling
5. In a $\qquad$ subgroups of the population are used as the sampling unit, rather than individuals.
A. Simple Random Sampling
B. Systematic Sampling
C. Stratified sampling
D. Clustered Sampling
6. $\qquad$ is perhaps the easiest method of sampling, because participants are selected based on availability and willingness to take part.
A. Convenience sampling
B. Quota sampling
C. Judgment Sampling
D. Snowball sampling
7. $\qquad$ can be effective when a sampling frame is difficult to identify
A. Convenience sampling
B. Quota sampling
C. Judgment Sampling
D. Snowball sampling
8. $\qquad$ has the advantage of being time-and cost-effective to perform whilst resulting in a range of responses
A. Convenience sampling
B. Quota sampling
C. Judgment Sampling
D. Snowball sampling
9. This method of sampling is often used by market researchers For example Interviewers are given a lot of subjects of a specified type to attempt to recruit.
A. Convenience sampling
B. Quota sampling
C. Judgment Sampling
D. Snowball sampling
10. What are different types of experiment design research?
A. Pre-experimental Research Design
B. True-experimental Research Design
C. Quasi-Experimental Research Design
D. All of the above
11. Method that establishes the cause-and-effect relationship within the groups
A. Pre-experimental Research Design
B. True-experimental Research Design
C. Quasi-Experimental Research Design
D. All of the above
12. Which of the following is not a type of non-probability sampling?
A. Quota sampling
B. Convenience sampling
C. Snowball sampling
D. Stratified random sampling
13. Sample is regarded as a subset of?
A. Data
B. Set
C. Distribution
D. Population
14. The difference between a statistic and the parameter is called:
A. Non-random
B. Probability
C. Sampling error
D. Random
15. The probability of selecting an item in probability sampling, from the population is known and is:
A. Equal to one
B. Equal to zero
C. Non zero
D. None of the above

## Answers for SelfAssessment

1. A
2. A
3. B
4. C
5. D
6. A
7. D
8. C
9. B
10. D
11. B
12. D
13. C
14. C
15. C

## Review Questions

1. Why probability sampling method is any method of sampling that utilizes some form of random selection?
2. Explain this statement in detail "non-probability sampling is defined as a sampling technique in which the researcher selects samples based on the subjective judgment of the researcher rather than random selection".
3. How Statistical inference is used in using data analysis?
4. What is different type of experimental designs, Explain with example of each?
5. Explain differences between probability and non-probability sampling methods?
6. Why it is said that Experimental design is the process of carrying out research in an objective and controlled fashion?
7. How do you know if data is discrete or continuous?
8. Explain with example applications of Judgmental or purposive sampling?
9. How do you determine sample and population?
10. Explain the different types of random sampling. List the methods covered under each category.

## []] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ..
- Book by HosseinPishro-Nik



## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
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## Objectives

- understand basic definitions of Mean Mode Median,
- understand difference between Mean Mode Median,
- learn the concept of experimental design,
- understand concept of measures of variability and location,
- learn concept of sample and population.


## Introduction

Mean, median, and mode are the three measures of central tendency in statistics. We identify the central position of any data set while describing a set of data. This is known as the measure of central tendency. We come across data every day. We find them in newspapers, articles, in our bank statements, mobile and electricity bills. The list is endless; they are present all around us. Now the question arises if we can figure out some important features of the data by considering only certain representatives of the data. This is possible by using measures of central tendency or averages, namely mean, median, and mode.
Let us understand mean, median, and mode in detail in the following sections using solved examples.

### 3.1 Mean Mode Median

The arithmetic mean of a given data is the sum of all observations divided by the number of observations. For example, a cricketer's scores in five ODI matches are as follows: $12,34,45,50,24$.

To find his average score in a match, we calculate the arithmetic mean of data using the mean formula:

Mean = Sum of all observations/Number of observations
Mean $=(12+34+45+50+24) / 5$
Mean $=165 / 5=33$
Mean is denoted by $\bar{x}$ (pronounced as $x$ bar).

## Median

The value of the middlemost observation, obtained after arranging the data in ascending or descending order, is called the median of the data.
For example, consider the data: $4,4,6,3,2$. Let's arrange this data in ascending order: $2,3,4,4,6$. There are 5 observations. Thus, median $=$ middle value i.e., 4 .


## Median

## Mode

The value which appears most often in the given data i.e. the observation with the highest frequency is called a mode of data.

### 3.2 Relation Between Mean, Median and Mode

The three measures of central values i.e., mean, median, and mode are closely connected by the following relations (called an empirical relationship).
$2 \mathrm{Mean}+$ Mode $=3$ Median
For instance, if we are asked to calculate the mean, median, and mode of continuous grouped data, then we can calculate mean and median using the formulas as discussed in the previous sections and then find mode using the empirical relation.

For Example, we have data whose mode $=65$ and median $=61.6$.
Then, we can find the mean using the above mean, median, and mode relation.
$\mathbf{2 M e a n}+$ Mode $=\mathbf{3}$ Median
$\therefore 2$ Mean $=3 \times 61.6-65$
$\therefore 2$ Mean $=119.8$
$\Rightarrow$ Mean $=119.8 / 2$
$\Rightarrow$ Mean $=59.9$

Task: If the value of the mode is 65 and the median $=61.6$, then find the value of the mean.

### 3.3 Mean Vs Median

| Mean Vs <br> Median | Mean | Median |
| :--- | :--- | :--- |
| Definition | Average of given data <br> (Mathematical Average) | The central value of data (Positional <br> Average) |
| Calculation | Add all values and divide by the <br> total number of observations | Arrange data in ascending / <br> descending order and find the <br> middle value |
| Values of data | Every value is considered for <br> calculation | Every value is not considered |

### 3.4 Measures of Locations

The three most common measures of location are the mean, the median, and the mode.
In statistics, the central tendency is the descriptive summary of a data set. Through the single value from the dataset, it reflects the center of the data distribution. Moreover, it does not provide information regarding individual data from the dataset, where it gives a summary of the dataset. Generally, the central tendency of a dataset can be defined using some of the measures in statistics.

## Definition

The central tendency is stated as the statistical measure that represents the single value of the entire distribution or a dataset. It aims to provide an accurate description of the entire data in the distribution.

## Measures of Central Tendency

The central tendency of the dataset can be found out using the three important measures namely mean, median and mode.

## CENTRAL TENDENCY



## Mean

The mean represents the average value of the dataset. It can be calculated as the sum of all the values in the dataset divided by the number of values. In general, it is considered as the arithmetic mean. Some other measures of mean used to find the central tendency are as follows:

- Geometric Mean
- Harmonic Mean
- Weighted Mean

It is observed that if all the values in the dataset are the same, then all geometric, arithmetic and harmonic mean values are the same. If there is variability in the data, then the mean value differs. Calculating the mean value is completely easy.

Example:The histogram given below shows that the mean value of symmetric continuous data and the skewed continuous data.

Histogram of skewed continuous


Histogram of symmetric continuous


In symmetric data distribution, the mean value is located accurately at the center. But in the skewed continuous data distribution, the extreme values in the extended tail pull the mean value away from the center. So it is recommended that the mean can be used for the symmetric distributions.

## Median

Median is the middle value of the dataset in which the dataset is arranged in the ascending order or in descending order. When the dataset contains an even number of values, then the median value of the dataset can be found by taking the mean of the middle two values.


Example:Consider the given dataset with the odd number of observations arranged in descending order $-23,21,18,16,15,13,12,10,9,7,6,5$, and 2

| Median odd |  |
| :---: | :---: |
| 23 |  |
| 21 |  |
| 18 |  |
| 16 |  |
| 15 |  |
| 13 |  |
| 12 |  |
|  | 10 |
|  | 12 |
|  |  |
|  |  |
|  |  |
|  |  |

## $\equiv$ Example:

Here 12 is the middle or median number that has 6 values above it and 6 values below it.
Now, consider another example with an even number of observations that are arranged in descending order $-40,38,35,33,32,30,29,27,26,24,23,22,19$, and 17

| Median even   <br>  40  <br>  38  <br>  35  <br>  33  <br>  32  <br>  30  <br>  29  <br>  27  <br>  26  <br>  24  <br>  23  <br>  22  <br>  19  <br>  17  |  |
| :--- | :--- | :--- |

When you look at the given dataset, the two middle values obtained are 27 and 29.
Now, find out the mean value for these two numbers.
i.e., $(27+29) / 2=28$

Therefore, the median for the given data distribution is 28 .

## Mode

The mode represents the frequently occurring value in the dataset. Sometimes the dataset may contain multiple modesand, in some cases, it does not contain any mode at all.

Consider the given dataset $5,4,2,3,2,1,5,4,5$

| Mode |  |
| :---: | :---: |
| 5 |  |
| 5 |  |
| 5 |  |
| 4 |  |
| 4 |  |
| 3 |  |
| 2 |  |
| 2 |  |
| 1 |  |

Since the mode represents the most common value. Hence, the most frequently repeated value in the given dataset is 5 .

Based on the properties of the data, the measures of central tendency are selected.
If you have a symmetrical distribution of continuous data, all the three measures of central tendency hold good. But most of the times, the analyst uses the mean because it involves all the values in the distribution or dataset.

If you have skewed distribution, the best measure of finding the central tendency is the median.
If you have the original data, then both the median and mode are the best choice of measuring the central tendency.

If you have categorical data, the mode is the best choice to find the central tendency.

Task:In what situation median is more effective than mean?

### 3.5 Measures of Variability

## Variance

According to layman's words, the variance is a measure of how far a set of data are dispersed out from their mean or average value. It is denoted as ' $\mathrm{a}^{2}$.

## Properties of Variance

It is always non-negative since each term in the variance sum is squared and therefore the result is either positive or zero.

Variance always has squared units. For example, the variance of a set of weights estimated in kilograms will be given in kg squared. Since the population variance is squared, we cannot compare it directly with the mean or the data themselves.

## Standard Deviation

The spread of statistical data is measured by the standard deviation. Distribution measures the deviation of data from its mean or average position. The degree of dispersion is computed by the method of estimating the deviation of data points. It is denoted by the symbol, ' $\sigma$ '.

## Properties of Standard Deviation

It describes the square root of the mean of the squares of all values in a data set and is also called the root-mean-square deviation.

The smallest value of the standard deviation is 0 since it cannot be negative.
When the data values of a group are similar, then the standard deviation will be very low or close to zero. But when the data values vary with each other, then the standard variation is high or far from zero.

## Variance and Standard Deviation Formula

As discussed, the variance of the data set is the average square distance between the mean value and each data value. And standard deviation defines the spread of data values around the mean.

| Population | Sample |  |
| :--- | :---: | :---: |
| Variance | $\sigma^{2}=\frac{\sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}}{N}$ | $S^{2}=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}{n-1}$ |
| Standard deviation | $\sigma=\sqrt{\frac{\sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}}{N}}$ | $S=\sqrt{\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}{n-1}}$ |

The formulas for the variance and the standard deviation for both population and sample data set are given below:

## Variance Formula:

$\sigma^{2}=$ Population variance
$\mathrm{N}=$ Number of observations in population
$X_{i}=i$ ith observation in the population
$\mu=$ Population mean

The sample variance formula is
$\mathrm{s}^{2}=$ Sample variance
$\mathrm{n}=$ Number of observations in sample
$x_{i}=$ ith observation in the sample
${ }^{-} \mathrm{x}=$ Sample mean

## Standard Deviation Formula

The population standard deviation formula is g
$\sigma=$ Population standard deviation
Similarly, the sample standard deviation formula is:
Here,
$\mathrm{s}=$ Sample standard deviation

## Variance and Standard deviation Relationship

Variance is equal to the average squared deviations from the mean, while standard deviation is the number's square root. Also, the standard deviation is a square root of variance. Both measures exhibit variability in distribution, but their units vary: Standard deviation is expressed in the same units as the original values, whereas the variance is expressed in squared units.

## Example

Question: If a die is rolled, then find the variance and standard deviation of the possibilities.
Solution: When a die is rolled, the possible outcome will be 6 . So, the sample space, $\mathrm{n}=6$ and the data set $=\{1 ; 2 ; 3 ; 4 ; 5 ; 6\}$.

To find the variance, first, we need to calculate the mean of the data set.
Mean, $\bar{x}=(1+2+3+4+5+6) / 6=3.5$
We can put the value of data and mean in the formula to get;

$$
\begin{aligned}
& \sigma^{2}=\Sigma\left(x_{i}-\bar{x}\right)^{2} / n \\
& \sigma^{2}=1 / 6(6.25+2.25+0.25+0.25+2.25+6.25) \\
& \sigma^{2}=2.917
\end{aligned}
$$

Now, the standard deviation $=\sqrt{ } 2.917=1.708$

### 3.6 Discrete and Continuous Data

Discrete data is information that can only take certain values. These values don't have to be whole numbers (a child might have a shoe size of 3.5 or a company may make a profit of $£ 3456.25$ for example) but they are fixed values - a child cannot have a shoe size of 3.72 !

The number of each type of treatment a salon needs to schedule for the week, the number of children attending a nursery each day or the profit a business makes each month are all examples of discrete data. This type of data is often represented using tally charts, bar charts or pie charts.

Continuous data is data that can take any value. Height, weight, temperature and length are all examples of continuous data. Some continuous data will change over time; the weight of a baby in its first year or the temperature in a room throughout the day. This data is best shown on a line graph as this type of graph can show how the data changes over a given period of time. Other continuous data, such as the heights of a group of children on one particular day, is often grouped into categories to make it easier to interpret.

## Examples

## Discrete

- \# of eggs in a basket
- \# of kids in a class
- \# of Facebook likes
- \# of diaper changes in a day
- \# of wins in a season
- \# of votes in an election


## Continuous

- Weight difference to 8 decimals before and after cookie binge.
- Wind speed
- Water temperature - Volts of electricity


### 3.7 What is Statistical Modeling?

Statistical modeling refers to the data science process of applying statistical analysis to datasets. A statistical model is a mathematical relationship between one or more random variables and other non-random variables. The application of statistical modeling to raw data helps data scientists approach data analysis in a strategic manner, providing intuitive visualizations that aid in identifying relationships between variables and making predictions.
Common data sets for statistical analysis include Internet of Things (IoT) sensors, census data, public health data, social media data, imagery data, and other public sector data that benefit from real-world predictions.

## Statistical Modeling Techniques

The first step in developing a statistical model is gathering data, which may be sourced from spreadsheets, databases, data lakes, or the cloud. The most common statistical modeling methods for analyzing this data are categorized as either supervised learning or unsupervised learning. Some popular statistical model examples include logistic regression, time-series, clustering, and decision trees.

Supervised learning techniques include regression models and classification models:
Regression model: a type of predictive statistical model that analyzes the relationship between a dependent and an independent variable. Common regression models include logistic, polynomial, and linear regression models. Use cases include forecasting, time series modeling, and discovering the causal effect relationship between variables.

Classification model: a type of machine learning in which an algorithm analyzes an existing, large and complex set of known data points as a means of understanding and then appropriately classifying the data; common models include models include decision trees, Naive Bayes, nearest neighbor, random forests, and neural networking models, which are typically used in Artificial Intelligence.
Unsupervised learning techniques include clustering algorithms and association rules:
K-means clustering: aggregates a specified number of data points into a specific number of groupings based on certain similarities.

Reinforcement learning: an area of deep learning that concerns models iterating over many attempts, rewarding moves that produce favorable outcomes and penalizing steps that produce undesired outcomes, therefore training the algorithm to learn the optimal process.

There are three main types of statistical models: parametric, nonparametric, and semi parametric:
Parametric: a family of probability distributions that has a finite number of parameters.
Nonparametric: models in which the number and nature of the parameters are flexible and not fixed in advance.

Semi parametric: the parameter has both a finite-dimensional component (parametric) and an infinite-dimensional component (nonparametric).

### 3.8 Experimental Design Definition

In Statistics, the experimental design or the design of experiment (DOE) is defined as the design of an information-gathering experiment in which a variation is present or not, and it should be performed under the full control of the researcher. This term is generally used for controlled experiments. These experiments minimise the effects of the variable to increase the reliability of results. In this design, the process of an experimental unit may include a group of people, plants, animals, etc.

## Types of Experimental Designs

There are different types of experimental designs of research. They are:
Pre-experimental Research Design
True-experimental Research Design
Quasi-Experimental Research Design
In this article, we are going to discuss these different experimental designs for research with examples.

## Pre-experimental Research Design

The simplest form of experimental research design in Statistics is the pre-experimental research design. In this method, a group or various groups are kept under observations, after some factors are recognised for the cause and effect. This method is usually conducted in order to understand whether further investigations are needed for the targeted group. That is why this process is considered to be cost-effective. This method is classified into three types, namely,

## Static Group Comparison

One-group Pretest-posttest Experimental Research Design
One-shot Case Study Experimental Research Design

## True-experimental Research Design

This is the most accurate form of experimental research design as it relies on the statistical hypothesis to prove or disprove the hypothesis. This is the most commonly used method implemented in Physical Science. True experimental research design is the only method that establishes the cause-and-effect relationship within the groups. The factors which need to be satisfied in this method are:

Random variable
Variable can be manipulated by the researcher
Control Groups (A group of participants are familiar to the experimental group, but the experimental rules do not apply to them)

Experimental Group (Research participants where experimental rules are applied)

## Quasi-Experimental Design

A quasi-experimental design is similar to the true experimental design, but there is a difference between the two.

In true experiment design, the participants of the group are randomly assigned. So, every unit has an equal chance of getting into the experimental group.

In a quasi-experimental design, the participants of the groups are not randomly assigned. So, the researcher cannot make a cause or effect conclusion. Thus, it is not possible to assign the participants into the group.

Apart from these types of experimental design research in statistics, there are other two methods used in the research process such as randomized block design and completely randomized design.

## Randomized Block Design

The randomized block design is preferred in the case when the researcher is clear about the distinct difference among the group of objects. In this design, the experimental units are classified into subgroups of similar categories. Those groups are randomly assigned to the group of treatment. The blocks are classified in such a way in which the variability within each block should be less than the variability among the blocks. This block design is quite efficient as it reduces the variability and produces a better estimation

### 3.9 Importance of Graphs \& Charts

Walk into almost any business meeting and you'll see one of these talked about at some point. What is it? It's either a graph or a chart describing something about the business. It could be a chart showing the progress the team is making on a big project. Or it could be a graph showing the sales of the business and comparing it with the sales of the competition. Either way, these graphs and charts make the information much easier to digest and understand.

Example:A graph or a chart may be defined as a visual presentation of data. For example, a utility company uses a column chart to help its customers see just how much energy they've used during the last billing cycle. A bakery may use a pie chart to show how many breads it sells when compared to its other products, such as cheesecakes and apple pies.


## Graphs \& Charts in Business

Businesses have many uses for graphs and charts. There are many types of graphs and charts, making it easy for a business to choose the one that fits their needs the most. Let's take a look at some choices of graphs and charts available to businesses.

The first that we will look into is called a column chart. This type of chart has vertical columns. The height of each column, for example, tells you how much the corresponding item is. If, instead of columns, the chart has horizontal bars, that is called a bar chart. Businesses can use column or bar charts to compare products or to show how much is used each day. This type of chart lends itself well as a comparison tool, as it's easy to visually see which item's column or bar is taller or longer. This chart, for example, shows the number of ice cream sales this past week.


## A column chart

You can easily see that Sunday had the largest number of ice cream sales, while Wednesday had the least.

Line graphs are those graphs that show your data as a line. Each successive data point is connected to the previous. This type of graph is best suited for data that is continuous in nature, such as showing the operating temperature of a computer chip over time. For example, a computer company can use a line graph to show the temperature of its processor as a person is using it for both easy word processing tasks and then some intensive gaming tasks. You'll see the line curve up and then down.

Pie charts are those charts that look like pies, hence the name. Each pie is split into slices with each slice representing one particular group of data. The size of the slice shows you how much of that group of data you have. Businesses can use pie charts to show their market size, such as this one showing how much of the market a particular shoe company has

## Summary

- The arithmetic mean is found by adding the numbers and dividing the sum by the number of numbers in the list. This is what is most often meant by an average. The median is the middle value in a list ordered from smallest to largest. The mode is the most frequently occurring value on the list.
- Standard deviation is the spread of a group of numbers from the mean. The variance measures the average degree to which each point differs from the mean. While standard deviation is the square root of the variance, variance is the average of all data points within a group.
- A population is the entire group that you want to draw conclusions about. A sample is the specific group that you will collect data from. The size of the sample is always less than the total size of the population.
- Experimental design is the process of carrying out research in an objective and controlled fashion so that precision is maximized and specific conclusions can be drawn regarding a hypothesis statement.
- A discrete variable is a variable whose value is obtained by counting. A continuous variable is a variable whose value is obtained by measuring. ... A continuous random variable $X$ takes all values in a given interval of numbers.


## Keywords

- The mean (average) of a data set is found by adding all numbers in the data set and then dividing by the number of values in the set.
- The median is the middle number in a sorted, ascending or descending, list of numbers and can be more descriptive of that data set than the average
- Mode is defined as the value that is repeatedly occurring in a given set. It is one of the three measures of central tendency, apart from mean and median. That means, mode or modal value is the value or number in a data set, which has a high frequency or appears more frequently.
- The range in statistics for a given data set is the difference between the highest and lowest values.
- In statistics, the standard deviation is a measure of the amount of variation or dispersion of a set of values.


## SelfAssessment

1. $\qquad$ is not a measure of central tendency.
A. Mode
B. Mean
C. Range
D. Median
2. The sum of deviations from the $\qquad$ is always zero.
A. Median
B. Mode
C. Mean
D. None of the above
3. ___ divides the data into four equal parts.
A. Median
B. Quartiles
C. Mean
D. None of the above
4. What is the mean of the following numbers: $23,45,87,40,50$ ?
A. 49
B. 34
C. 56
D. None of the above
5. Which of the following is a characteristic of a mean?
A. The sum of deviations from the mean is zero
B. It minimises the sum of squared deviations
C. It is affected by extreme scores
D. All of the above
6. What is the median?
A. Difference between higher half and lower half of the data set
B. Mean of the highest and lowest number in a data sample
C. Value separating higher half from the lower half of a data sample
D. Difference between the highest and lowest number.
7. What is the Median of the following data sample?
$2,4,6,7,8,9,10,12,13$.
A. 8
B. 11
C. 9
D. 10
8. If the mean and the mode are given as 35 and 30 . Find the Median.
A. 75
B. 33.33
C. 19
D. 32
9. Which of the following cannot be determined graphically?
A. Mean
B. Median
C. Mode
D. None of these
10. The " $\qquad$ " is the "middle" value in the list of numbers.
A. Median
B. Mode
C. Mean
D. Range
11. The $\qquad$ is the sum of the data values divided by the number of data items.
A. Median
B. Mode
C. Mean
D. Range
12. Value of the random sample that occurs at the greatest frequency
A. Median
B. Mode
C. Mean
D. Range
13. $\qquad$ also known as the categorical data.
A. Qualitative data
B. Quantative data
C. Discrete data
D. All of these
14. $\qquad$ is also known as numerical data which represents the numerical value.
A. Qualitative data
B. Quantative data
C. Discrete data
D. All of these
15. $\qquad$ is information that can only take certain values.
A. Qualitative data
B. Quantative data
C. Discrete data
D. All of these

## Answers for Self Assessment

1. C
2. C
3. B
4. A
5. D
6. C
7. A
8. B
9. A
10. A
11. C
12. B
13. A
14. B
15. C

## Review Questions

1. The points scored by a Kabaddi team in a series of matches are as follows:
$17,2,7,27,15,5,14,8,10,24,48,10,8,7,18,28$
Find the mean, median and mode of the points scored by the team.
2. The following observations have been arranged in ascending order. If the median of the data is 63 , find the value of $x .29,32,48,50, x, x+2,72,78,84,95$
3. How Statistical inference is used in using data analysis?
4. What are different measures of location explain with example of each?
5. What are different measures of variability explain with example of each?
6. Whyit is said that Experimental design is the process of carrying out research in an objective and controlled fashion?
7. What is the mean median and mode?
8. Give three examples of discrete data and continuous data?
9. What is the importance of mean median and mode in research?
10. How do you present standard deviation in research?
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- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
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- Introduction to Probability, Statistics, and Random ...
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## Objectives

- understand basics of Mathematical Expectation,
- learn concepts of Dispersion,
- understand Concept of skewness and Kurtosis,
- understand concept of Expected Values,
- solve basic questions related to probability.


## Introduction

Probability is used to denote the happening of a certain event, and the occurrence of that event, based on past experiences. The mathematical expectation is the events which are either impossible or a certain event in the experiment. Probability of an impossible event is zero, which is possible only if the numerator is 0 . Probability of a certain event is 1 which is possible only if the numerator and denominator are equal.

Expected value
In statistics and probability analysis, the expected value is calculated by multiplying each of the possible outcomes by the likelihood each outcome will occur and then summing all of those values. By calculating expected values, investors can choose the scenario most likely to give the desired outcome.

Mathematical expectation, also known as the expected value, which is the summation of all possible values from a random variable.

Expected value is the average value of a random variable over a large number of experiments.

Examples:If our random variable were the number obtained by rolling a fair 3-sided die,
The expected value would be $(1 * 1 / 3)+(2 * 1 / 3)+(3 * 1 / 3)=2$

### 4.1 Mathematical Expectation

Mathematical expectation, also known as the expected value, which is the summation of all possible values from a random variable. It is also known as the product of the probability of an event occurring, denoted by $\mathrm{P}(\mathrm{x})$, and the value corresponding with the actually observed occurrence of the event.

For a random variable expected value is a useful property. $E(X)$ is the expected value and can be computed by the summation of the overall distinct values that is the random variable. The mathematical expectation is denoted by the formula:
$E(X)=\Sigma(x 1 p 1, x 2 p 2, \ldots, x n p n)$,
Where, x is a random variable with the probability function, $\mathrm{f}(\mathrm{x})$,
$P$ is the probability of the occurrence,
And $n$ is the number of all possible values.
The mathematical expectation of an indicator variable can be 0 if there is no occurrence of an event A , and the mathematical expectation of an indicator variable can be 1 if there is an occurrence of an event A.

For example, a dice is thrown, the set of possible outcomes is $\{1,2,3,4,5,6\}$ and each of this outcome has the same probability $1 / 6$. Thus, the expected value of the experiment will be $1 / 6^{*}(1+2+3+4+5+6)=21 / 6=3.5$. It is important to know that "expected value" is not the same as "most probable value" and, it is not necessary that it will be one of the probable values.

## Properties of Expectation

First property: If $X$ and $Y$ are the two variables, then the mathematical expectation of the sum of the two variables is equal to the sum of the mathematical expectation of $X$ and the mathematical expectation of Y .

Or
$\mathrm{E}(\mathrm{X}+\mathrm{Y})=\mathrm{E}(\mathrm{X})+\mathrm{E}(\mathrm{Y})$
The first property is that of the additional theorem. This property states that if there is an X and Y , then the sum of those two random variables are equal to the sum of the mathematical expectation of the individual random variables.

Second property: The mathematical expectation of the product of the two random variables will be the product of the mathematical expectation of those two variables, but the condition is that the two variables are independent in nature. In other words, the mathematical expectation of the product of the n number of independent random variables is equal to the product of the mathematical expectation of the n independent random variables

Or
$E(X Y)=E(X) E(Y)$
This property of the mathematical expectation states that if there is an $X$ and $Y$, then the product of those two random variables is equal to the product of the mathematical expectation of the individual random variables.

Third property: The mathematical expectation of the sum of a constant and the function of a random variable is equal to the sum of the constant and the mathematical expectation of the function of that random variable.

Or,

$$
\text { ExamplesE }(a+f(X))=a+E(f(X)) \text {, }
$$

Where, $a$ is a constant and $f(X)$ is the function.

### 4.2 Random Variable Definition

A random variable is a rule that assigns a numerical value to each outcome in a sample space. Random variables may be either discrete or continuous. A random variable is said to be discrete if it assumes only specified values in an interval. Otherwise, it is continuous. We generally denote the random variables with capital letters such as X and Y . When X takes values $1,2,3, \ldots$, it is said to have a discrete random variable.

As a function, a random variable is needed to be measured, which allows probabilities to be assigned to a set of potential values. It is obvious that the results depend on some physical variables which are not predictable. Say, when we toss a fair coin, the final result of happening to be heads or tails will depend on the possible physical conditions. We cannot predict which outcome will be noted. Though there are other probabilities like the coin could break or be lost, such consideration is avoided.

Variate
A variate can be defined as a generalization of the random variable. It has the same properties as that of the random variables without stressing to any particular type of probabilistic experiment. It always obeys a particular probabilistic law.

A variate is called discrete variate when that variate is not capable of assuming all the values in the provided range.

If the variate is able to assume all the numerical values provided in the whole range, then it is called continuous variate.

## Types of Random Variable

As discussed in the introduction, there are two random variables, such as:

- Discrete Random Variable
- Continuous Random Variable

Let's understand these types of variables in detail along with suitable examples below.

## Discrete Random Variable

A discrete random variable can take only a finite number of distinct values such as $0,1,2,3,4$, and so on. The probability distribution of a random variable has a list of probabilities compared with each of its possible values known as probability mass function.

In an analysis, let a person be chosen at random, and the person's height is demonstrated by a random variable. Logically the random variable is described as a function which relates the person to the person's height. Now in relation with the random variable, it is a probability distribution that enables the calculation of the probability that the height is in any subset of likely values, such as the likelihood that the height is between 175 and 185 cm , or the possibility that the height is either less than 145 or more than 180 cm . Now another random variable could be the person's age which could be either between 45 years to 50 years or less than 40 or more than 50 .

## Continuous Random Variable

A numerically valued variable is said to be continuous if, in any unit of measurement, whenever it can take on the values $a$ and $b$. If the random variable $X$ can assume an infinite and uncountable set of values, it is said to be a continuous random variable. When $X$ takes any value in a given interval $(a, b)$, it is said to be a continuous random variable in that interval.


Formally, a continuous random variable is such whose cumulative distribution function is constant throughout. There are no "gaps" in between which would compare to numbers which have a limited probability of occurring. Alternately, these variables almost never take an accurately prescribed value c but there is a positive probability that its value will rest in particular intervals which can be very small.

Task: What is difference between discrete and random variable.

### 4.3 Central Tendency

In statistics, the central tendency is the descriptive summary of a data set. Through the single value from the dataset, it reflects the center of the data distribution. Moreover, it does not provide information regarding individual data from the dataset, where it gives a summary of the dataset. Generally, the central tendency of a dataset can be defined using some of the measures in statistics.

## Definition

The central tendency is stated as the statistical measure that represents the single value of the entire distribution or a dataset. It aims to provide an accurate description of the entire data in the distribution.

## Measures of Central Tendency

The central tendency of the dataset can be found out using the three important measures namely mean, median and mode.

CENTRAL TENDENCY


## Mean

The mean represents the average value of the dataset. It can be calculated as the sum of all the values in the dataset divided by the number of values. In general, it is considered as the arithmetic mean. Some other measures of mean used to find the central tendency are as follows:

- Geometric Mean
- Harmonic Mean
- Weighted Mean

It is observed that if all the values in the dataset are the same, then all geometric, arithmetic and harmonic mean values are the same. If there is variability in the data, then the mean value differs. Calculating the mean value is completely easy.

The histogram given below shows that the mean value of symmetric continuous data and the skewed continuous data.

Central tendency is a descriptive summary of a dataset through a single value that reflects the center of the data distribution. Along with the variability (dispersion) of a dataset, central tendency is a branch of descriptive statistics.

The central tendency is one of the most quintessential concepts in statistics. Although it does not provide information regarding the individual values in the dataset, it delivers a comprehensive summary of the whole dataset.

Histogram of skewed continuous


Mean 36624

Histogram of symmetric continuous

In symmetric data distribution, the mean value is located accurately at the Centre. But in the skewed continuous data distribution, the extreme values in the extended tail pull the mean value away from the Centre. So it is recommended that the mean can be used for the symmetric distributions.

## Median

Median is the middle value of the dataset in which the dataset is arranged in the ascending order or in descending order. When the dataset contains an even number of values, then the median value of the dataset can be found by taking the mean of the middle two values.


For Example,Consider the given dataset with the odd number of observations arranged in descending order $-23,21,18,16,15,13,12,10,9,7,6,5$, and 2

| Median odd |  |  |
| :---: | :---: | :--- |
| 23 |  |  |
|  | 21 |  |
|  | 18 |  |
|  | 16 |  |
|  | 15 |  |
|  | 13 |  |
|  | 12 |  |
|  | 10 |  |
|  | 9 |  |
| 7 |  |  |
|  | 6 |  |
| 5 |  |  |
| 2 |  |  |

Here 12 is the middle or median number that has 6 values above it and 6 values below it.

For Example,Now, consider another example with an even number of observations that are arranged in descending order $-40,38,35,33,32,30,29,27,26,24,23,22,19$, and 17

| Median even   <br>  40  <br>  38  <br>  35  <br>  33  <br>  32  <br>  30  <br>  29  <br>  27  <br>  26  <br>  24  <br>  23  <br>  22  <br>  19  <br>  17  |  |
| :--- | :--- | :--- |

When you look at the given dataset, the two middle values obtained are 27 and 29.
Now, find out the mean value for these two numbers.
i.e., $(27+29) / 2=28$

Therefore, the median for the given data distribution is 28 .

## Mode

The mode represents the frequently occurring value in the dataset. Sometimes the dataset may contain multiple modes and in some cases, it does not contain any mode at all.

Consider the given dataset $5,4,2,3,2,1,5,4,5$

| Mode |  |
| :---: | :---: |
| \begin{tabular}{\|c|}
\hline
\end{tabular} |  |
| 5 |  |
| 5 |  |
| 5 |  |
| 4 |  |
| 4 |  |
| 4 |  |
| 3 |  |
| 2 |  |
| 2 |  |
| 1 |  |

Since the mode represents the most common value. Hence, the most frequently repeated value in the given dataset is 5 .

Based on the properties of the data, the measures of central tendency are selected.

- If you have a symmetrical distribution of continuous data, all the three measures of central tendency hold good. But most of the times, the analyst uses the mean because it involves all the values in the distribution or dataset.
- If you have skewed distribution, the best measure of finding the central tendency is the median.
- If you have the original data, then both the median and mode are the best choice of measuring the central tendency.
- If you have categorical data, the mode is the best choice to find the central tendency.

Task: What are different conditions to use measures of central tendency?

### 4.4 What is Skewness and Why is it Important?

What is Skewed Data?
The measure of the asymmetry of a distribution of probability that is ideally symmetric and is given by the third standardized moment is skewness. In simple words, skew is the measure of how much a random variable'sprobability distributionvaries from the normal distribution.

When both sides of the distribution are not distributed equally then this is known as Skewed Data. It is not a symmetrical distribution.

Task:To quickly see if the data is skewed, we can use a histogram.

## Types of Skewness

Well, the normal distribution is the distribution of the probability without any skewness.
There are two types of skewness, apart from this:

- Positive Skewness
- Negative Skewness


## Positive Skewness

A positively skewed distribution (often referred to as Right Skewed) is a distribution type where most values are concentrated to the left tail of the distribution whereas the right tail of the distribution is longer. A positively skewed distribution is the complete opposite of a negatively skewed distribution

## A Positively Skewed Curve

In contrast to normally distributed data, where all central trend measurements (mean, median, and mode) are equal to each other, with positively skewed data, the observations are dispersed. The general relationship between the central tendency measures in a positively skewed distribution can be expressed using the following inequalities:

```
Mean > Median > Mode
```


## Negative Skewness

A negatively skewed distribution (often referred to as Left-Skewed) is a kind of distribution where more values are on the right side of the distribution graph whereas the left tail of its distribution graph is longer.

## A Negatively Skewed Curve

Apart from normally distributed data, where all central trend measurements (mean, median, and mode) are equal to each other, with negatively skewed data, the measurements are dispersed. The general relationship between central trend measures in the negatively skewed distribution can be displayed using the following inequality:

```
Mode > Median > Mean
```



## How to Find Skewness of Data?

One measure of skewness would be to subtract the mean from the mode, then divide the difference by the Standard Deviation of the data. This is called Pearson's first coefficient of skewness. We have a dimensionless quantity as the explanation for dividing the difference. This explains why there is positive skewness in data skewed to the right. The mean is greater than the mode if the data set is skewed to the right, so subtracting the mode from the mean gives a positive number. A similar argument shows why there is negative skewness in data skewed to the left.

To calculate the asymmetry of a data set, Pearson's second coefficient of skewness is also used. We deduct the mode from the median for this value, multiply this number by 3 and then divide it by the Standard Deviation.

Note: If the data shows a strong mode, Pearson's first coefficient of skewness is useful. Pearson's second coefficient can be preferable if the data has a poor mode or several modes, as it does not depend on mode as a central tendency measure.

## Uses of Skewed Data

In various contexts, skewed data arises very naturally. Incomes are skewed to the right because the mean can be significantly influenced by even a few people making millions of dollars, and there are no negative incomes. Similarly, details related to a product's lifetime, such as a light bulb brand, is skewed to the right. Here, zero is the smallest that a lifetime can be, and long-lasting light bulbs can give the data a positive skew.

## What is Skewness in Statistics?

In statistics, if one asks what skewness is, it is the degree of asymmetry found in a distribution of probability. Distributions can exhibit to varying degrees right (positive) skewness or left (negative) skewness. Zero skewness exhibits a natural distribution (bell curve).

What Does Skewness Tell You?
Investors note skewness when judging a return distribution because it, like kurtosis, considers the extremes of the data set rather than focusing solely on the average. Short- and medium-term investors in particular need to look at extremes because they are less likely to hold a position long enough to be confident that the average will work itself out.

For example, Investors commonly use standard deviation to predict future returns, but the standard deviation assumes a normal distribution. As few return distributions come close to normal, skewness is a better measure on which to base performance predictions. This is due to skewness risk.

Skewness risk is the increased risk of turning up a data point of high skewness in a skewed distribution. Many financial models that attempt to predict the future performance of an asset assume a normal distribution, in which measures of central tendency are equal. If the data are skewed, this kind of model will always underestimate skewness risk in its predictions. The more skewed the data, the less accurate this financial model will be.

### 4.5 What is Kurtosis?

This is a statistical procedure used in reporting the distribution. Unlike skewness which differentiates extreme values between one tail and another, kurtosis computes the absolute values in each tail. Large kurtosis is present in the distributions that possess tail data surpassing the tails of the normal distribution. Conversely, the distributions that exhibit less extreme tail data in comparison to the tails of the normal distribution have low kurtosis. Investors interpret high kurtosis of the return distribution as a signal that they will face frequent and more extreme returns than the typical + or - three standard deviations from the mean that the normal distribution of returns predicts. This is called kurtosis risk.

## How is Kurtosis Used?

Kurtosis is computed from the combination of the tails of a distribution relative to the center of the distribution. Graphing a set of approximately normal data through a histogram displays a bell peak and a majority of data within + or three standard deviations of the mean. These tails, however, go beyond the + or 3 standard deviations of the normal bell-curved distribution in the presence of high kurtosis. Kurtosis doesn't measure the peakedness of distribution but instead describes the shape of the distribution's tail in relation to its form.

This means that distribution can have an infinite peak and a low kurtosis and an infinite kurtosis but a perfectly flat top. It measures only tailedness.

## Types of Kurtosis

A set of data can display up to three categories of kurtosis whose measures are compared against a bell curve. These categories are as follows:

Mesokurtic distribution. In this distribution, the kurtosis statistic is the same as that of the bell curve, and so the distribution's extreme value characteristic is the same as the one belonging to a normal distribution.

Leptokurtic distribution. This has a higher kurtosis than that of a mesokurtic distribution. It has elongated tails and is skinny because of the outliers stretching the horizontal axis of the histogram graph causing the most of the data to result in a narrow vertical range. This has led to the leptokurtic distribution being viewed as a concentrated towards the mean. However, some extreme outliers lead to concentration appearance.

Platykurtic distribution. These distributions possess short tails. Uniform distributions have broad peaks although the beta $(.5,1)$ has an infinitely pointy peak. These two distributions are platykurtic since their extreme values are lower than that of the bell curve. Investors view these distributions as stable and predictable because they don't often become extreme returns.



Task: How Skewness is different from Kurtosis?

### 4.6 What is Dispersion in Statistics?

Dispersion is the state of getting dispersed or spread. Statistical dispersion means the extent to which a numerical data is likely to vary about an average value. In other words, dispersion helps to understand the distribution of the data.

## Measures of Dispersion

In statistics, the measures of dispersion help to interpret the variability of data i.e. to know how much homogenous or heterogeneous the data is. In simple terms, it shows how squeezed or scattered the variable is.

## Types of Measures of Dispersion

There are two main types of dispersion methods in statistics which are:

- Absolute Measure of Dispersion
- Relative Measure of Dispersion


## Absolute Measure of Dispersion

An absolute measure of dispersion contains the same unit as the original data set. Absolute dispersion method expresses the variations in terms of the average of deviations of observations like standard or means deviations. It includes range, standard deviation, quartile deviation, etc.

The types of absolute measures of dispersion are:

1. Range: It is simply the difference between the maximum value and the minimum value given in a data set. Example: 1, 3,5, 6, $7=>$ Range $=7-1=6$
2. Variance: Deduct the mean from each data in the set then squaring each of them and adding each square and finally dividing them by the total no of values in the data set is the variance. Variance $\left(\sigma^{2}\right)=\sum(X-\mu)^{2} / N$
3. Standard Deviation: The square root of the variance is known as the standard deviation i.e. S.D. $=\sqrt{ }$.
4. Quartiles and Quartile Deviation: The quartiles are values that divide a list of numbers into quarters. The quartile deviation is half of the distance between the third and the first quartile.
5. Mean and Mean Deviation: The average of numbers is known as the mean and the arithmetic mean of the absolute deviations of the observations from a measure of central tendency is known as the mean deviation (also called mean absolute deviation).

## Relative Measure of Dispersion

The relative measures of dispersion are used to compare the distribution of two or more data sets. This measure compares values without units. Common relative dispersion methods include:

- Co-efficient of Range
- Co-efficient of Variation
- Co-efficient of Standard Deviation
- Co-efficient of Quartile Deviation
- Co-efficient of Mean Deviation
- Co-efficient of Dispersion

The coefficients of dispersion are calculated (along with the measure of dispersion) when two series are compared, that differ widely in their averages. The dispersion coefficient is also used when two series with different measurement units are compared. It is denoted as C.D.
The common coefficients of dispersion are:
C.D. In Terms of

Range
Coefficient of dispersion
C.D. $=(X \max -X \min ) /(X \max +$

Xmin)
Quartile Deviation
Standard Deviation (S.D.)
Mean Deviation
C.D. $=(\mathrm{Q} 3-\mathrm{Q} 1) /(\mathrm{Q} 3+\mathrm{Q} 1)$
C.D. $=$ S.D. $/$ Mean
C.D. = Mean deviation/Average

### 4.7 Solved Example on Measures of Dispersion

$\equiv$ For example
Problem: Below is the table showing the values of the results for two companies A, and B.
Measures of dispersion

|  | Company A | Company B |
| :--- | :--- | :--- |
| Number of employees 900 <br> Average daily wage  <br> Variance in the distribution of <br> wages 100 | 1000 |  |

Which of the company has a larger wage bill?
Calculate the coefficients of variations for both of the companies.
Calculate the average daily wage and the variance of the distribution of wages of all the employees in the firms A and B taken together.

Solution:
For Company A
No. of employees $=\mathrm{n} 1=900$, and average daily wages $=\overline{\mathrm{y}} 1=$ Rs. 250
We know, average daily wage $=$ Total wages $/$ Total number of employees
Or, Total wages $=$ Total employees $\times$ average daily wage $=900 \times 250=$ Rs. $225000 \ldots$ (i)

For Company B
No. of employees $=\mathrm{n} 2=1000$, and average daily wages $=\overline{\mathrm{y}} 2=$ Rs. 220
So, Total wages $=$ Total employees $\times$ average daily wage $=1000 \times 220=$ Rs. 220000
Comparing (i), and (ii), we see that Company A has a larger wage bill.

## For Company A

Variance of distribution of wages $=\sigma 12=100$
C.V. of distribution of wages $=100 \times$ standard deviation of distribution of wages/ average daily wages

Or, C.V. $A=100 \times \sqrt{ } 100 / 250=100 \times 10 / 250=4 \ldots$ (i)

For Company B
Variance of distribution of wages $=\sigma 22=144$
C.V. $B=100 \times \sqrt{ } 144220=100 \times 12220=5.45 \ldots$ (ii)

Comparing (i), and (ii), we see that Company B has greater variability.

For Company A and B, taken together
The average daily wages for both the companies taken together
$\bar{y}=(n 1 \bar{y} 1+n 2 \bar{y} 2)(n 1+n 2)=(900 \times 250+1000 \times 220) \div(900+1000)=4450001900=$ Rs. 234.21
The combined variance, $\mathrm{o} 2=(1 / \mathrm{n} 1+\mathrm{n} 2) \div[\mathrm{n} 1(\mathrm{o} 12+\mathrm{d} 12)+\mathrm{n} 2(\mathrm{o} 22+\mathrm{d} 22)]$
Here, $\mathrm{d} 1=\overline{\mathrm{y}} 1-\overline{\mathrm{y}}=250-234.21=15.79, \mathrm{~d} 2=\overline{\mathrm{y}} 2-\bar{y}=220-234.21=-14.21$.
Hence, o2 $=[900 \times(100+15.792)+1000 \times(144+-14.212)] /(900+1000)$
or, $\mathrm{o} 2=(314391.69+345924.10) / 1900=347.53$.

### 4.8 Differences Between Skewness and Kurtosis

Skewness, in basic terms, implies off-center, so does in statistics, it means lack of symmetry. With the help of skewness, one can identify the shape of the distribution of data. Kurtosis, on the other hand, refers to the pointedness of a peak in the distribution curve. The main difference between skewness and kurtosis is that the former talks of the degree of symmetry, whereas the latter talks of the degree of peaked Ness, in the frequency distribution.

| BASIS FOR <br> COMPARISON | SKEWNESS | KURTOSIS |
| :--- | :--- | :--- |$|$| Meaning | Skewness alludes the tendency of <br> a distribution that determines its <br> symmetry about the mean. | Kurtosis means the measure of the <br> respective sharpness of the curve, <br> in the frequency distribution. |
| :--- | :--- | :--- |
| Measure for | Degree of lopsidedness in the <br> distribution. | Degree of tailedness in the <br> distribution. |
| What is it? | It is an indicator of lack of <br> equivalence in the frequency <br> distribution. | It is the measure of data, which is <br> either peaked or flat in relation to <br> the normal distribution. |
| Represents | Amount and direction of the skew. | How tall and sharp the central peak <br> is |

## Summary

Mathematical expectation, also known as the expected value, which is the summation of all possible values from a random variable.

Skewness refers to a distortion or asymmetry that deviates from the symmetrical bell curve, or normal distribution, in a set of data.

Kurtosis is a statistical measure that defines how heavily the tails of a distribution differ from the tails of a normal distribution. In other words, kurtosis identifies whether the tails of a given distribution contain extreme values

Dispersion is a statistical term that describes the size of the distribution of values expected for a particular variable and can be measured by several different statistics, such as range, variance, and standard deviation.

A measure of central tendency is a single value that attempts to describe a set of data by identifying the central position within that set of data.
The mode is the value that appears most often in a set of data values. ... Like the statistical mean and median, the mode is a way of expressing, in a (usually) single number, important information about a random variable or a population.
In statistics and probability theory, the median is the value separating the higher half from the lower half of a data sample.

## Keywords

Kurtosis is a statistical measure that defines how heavily the tails of a distribution differ from the tails of a normal distribution.

Dispersion is a statistical term that describes the size of the distribution of values expected for a particular variable

The mode is the value that appears most often in a set of data values

## Self Assessment

1. $\qquad$ , also known as the expected value.
A. Mathematical expectation.
B. Random Variables
C. Continuous variable
D. All of these
2. Mathematically, a $\qquad$ is a real-valued function whose domain is a sample space $S$ of a random experiment.
A. Mathematical expectation.
B. Random Variable
C. Continuous variable
D. All of these
3. A variable which assumes infinite values of the sample space is a $\qquad$ .
A. Mathematical expectation.
B. Random Variable
C. Continuous random variable
D. All of these
4. $\qquad$ is a descriptive summary of a dataset through a single value that reflects the center of the data distribution.
A. Random variable
B. Central Tendency
C. Sample space
D. All of the above
5. The $\qquad$ is the "middle" value in the list of numbers.
A. Median
B. Mode
C. Mean
D. Range
6. The $\qquad$ is the score that occurs most frequently in a set of data.
A. Median
B. Mode
C. Mean
D. Range
7. $\qquad$ means the extent to which a numerical data is likely to vary about an average value.
A. Dispersion
B. Left Skewed
C. Right Skewed
D. All of the above
8. The value of skewness for a $\qquad$ skewed distribution is greater than zero.
A. Positive
B. Negative
C. Neutral
D. All of the Above
9. $\qquad$ measures the degree of peakedness of a frequency distribution.
A. Kurtosis
B. Skewness
C. Dispersion
D. All of the above
10. When the peak of a curve becomes relatively high then that curve is called $\qquad$
A. Leptokurtic
B. Platykurtic.
C. Mesokurtic.
D. All of the above
11. When the curve is flat-topped, then it is called $\qquad$
A. Leptokurtic
B. Platykurtic.
C. Mesokurtic.
D. All of the above
12. $\qquad$ is a visual display of data and statistical results.
A. Dispersion
B. Kurtosis
C. Graphical representation
D. All of the above
13. $\qquad$ is a new technology that provides the users the tools to store the summarized information.
A. Data Warehousing
B. Data mining
C. Data Dispersion
D. All of the above
14. Finding hidden patterns from data is called as
A. Data Warehousing
B. Data mining
C. Data Dispersion
D. All of the above
15. The value of skewness for a $\qquad$ skewed distribution is less than zero.
A. Positive
B. Negative
C. Neutral
D. All of the Above

## Answers for Self Assessment

1. A
2. B
3. C
4. B
5. A
6. B
7. A
8. A
9. B
10. A
11. A
12. B
13. C
14. A
15. B

## Review Questions

1. Why Mathematical expectation, also known as the expected value?
2. What is Skewness and Why is it Important?
3. What kurtosis tells us about distribution?
4. What is difference between kurtosis and skewness of data?
5. How Dispersion is measured? Explain it with example.
6. What is acceptable skewness and kurtosis?
7. How do you interpret skewness and kurtosis?
8. What do you do when your data is not normally distributed?
9. How do you know if your data is normally distributed?

## [1] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by Hossein Pishro-Nik


## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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- understand basics of Moments in statistics,
- learn concepts of Chebyshev's Inequality,
- understand Concept of skewness and Kurtosis,
- understand concept of Moment generating functions,
- solve basic questions related to Chebyshev's Inequality.


## Introduction

In mathematics, the moments of a function are quantitative measures related to the shape of the function's graph. If the function represents mass, then the first moment is the center of the mass, and the second moment is the rotational inertia. If the function is a probability distribution, then the first moment is the expected value, the second central moment is the variance, the third standardized moment is the skewness, and the fourth standardized moment is the kurtosis. The mathematical concept is closely related to the concept of moment in physics. Moments are popularly used to describe the qualities of a distribution. They represent a convenient and unifying method for summarizing many of the most commonly used measures such as measures of tendency, variation, skewness and kurtosis.

Moments are statistical measures that for measuring certain characteristics of the distribution. Moments can be raw moments, central moments and moments about any arbitrary point. In probability theory, Chebyshev's inequality guarantees that, for a wide class of probability distributions, no more than a certain fraction of values can be more than a certain distance from the mean.

### 5.1 What is Chebyshev's Inequality?

Chebyshev's inequality is a probability theory that guarantees that within a specified range or distance from the mean, for a large range of probability distributions, no more than a specific
fraction of values will be present. In other words, only a definite fraction of values will be found within a specific distance from the mean of a distribution.

The formula for the fraction for which no more than a certain number of values can exceed is $1 / \mathrm{K} 2$; in other words, $1 / \mathrm{K} 2$ of a distribution's values can be more than or equal to K standard deviations away from the mean of the distribution. Further, it also holds that $1-(1 / K 2)$ of a distribution's values must be within, but not including, $K$ standard deviations away from the mean of the distribution.

Understanding Chebyshev's Inequality
Chebyshev's inequality states that within two standard deviations away from the mean contains $75 \%$ of the values, and within three standard deviations away from the mean contains $88.9 \%$ of the values. It holds for a wide range of probability distributions, not only the normal distribution.

## Example

However, when applied to the normal distribution, Chebyshev's inequality is less precise than the 65-95-99.7 rule; yet, it is important to keep in mind that the theory applies to a far broader range of distributions. It should be noted that standard deviations equal to or less than one are not valid for Chebyshev's inequality formula.
The fraction of any set of numbers lying within $k$ standard deviations of those numbers of the mean of those numbers is at least

1-1/k ${ }^{2}$
Where $\mathrm{k}=$ the within number the standard deviation and k must be greater than 1

## Example

Problem Statement -
Use Chebyshev's theorem to find what percent of the values will fall between 123 and 179 for a data set with mean of 151 and standard deviation of 14 .

Solution -
We subtract 151-123 and get 28 , which tells us that 123 is 28 units below the mean.
We subtract 179-151 and also get 28, which tells us that 151 is 28 units above the mean.
Those two together tell us that the values between 123 and 179 are all within 28 units of the mean. Therefore the "within number" is 28 .

So we find the number of standard deviations, k , which the "within number", 28, amounts to by dividing it by the standard deviation -
$\mathrm{k}=$ the within numberthe standard deviation=28/14=2
So now we know that the values between 123 and 179 are all within 28 units of the mean, which is the same as within $\mathrm{k}=2$ standard deviations of the mean. Now, since $\mathrm{k}>1$ we can use Chebyshev's formula to find the fraction of the data that are within $\mathrm{k}=2$ standard deviations of the mean. Substituting $\mathrm{k}=2$ we have -
$1-1 / \mathrm{k} 2=1-1 / 2{ }^{2}=1-1 / 4=3 / 4$
So $3 / 4$ of the data lie between 123 and 179. And since $3 / 4=75 \%$ that implies that $75 \%$ of the data values are between 123 and 179.

## Applications of Chebyshev's Inequality

Example

## Numerical Example-1:

Suppose that it is known that the number of products formed in a factory during a week is a random variable with a mean of 50 . If the variance of a week production is equal to 25 , then what can be said about the productivity that it will be between 40 and 60 ?

Solution:
Step-1: Mean $(\mu)=50$, Variance $(\sigma 2)=25 \Rightarrow \sigma=5$
Step-2: Required probability: $\mathrm{P}(40<\mathrm{X}<60)$
$=\mathrm{P}(40<\mathrm{X}<60)=\mathrm{P}(-10<\mathrm{X}-50<10)=\mathrm{P}(|\mathrm{X}-50|<10)$
Step-3: Now, by using the Chebyshev's theorem, we have $P(|X-\mu|<k \sigma) \geq 1-1 / k 2$
Find $k$ by compare with general equation, therefore $k \sigma=10 \Rightarrow k(5)=10 \Rightarrow k=$
Step-4: Apply the Chebyshev's Theorem to find the required probability:
$\geq 1-1 / \mathrm{k}^{2} \geq 1$ - $(1 / 4) \geq 3 / 4 \geq 0.75$
Step-5: Present the results
Therefore, the lower bound of the probability that the productivity lies between 40 and 60 is equal to 0.75 .

## $\equiv$ Example

A symmetric die is thrown 600 times. Find the lower bound for the probability of getting 80 to 120 sixes.

Solution:
Step-1: A symmetric die is thrown 600 times, so it follows Binomial Distribution and $p=1 / 6$.
Step-2: Now, by using the binomial distribution, we have to calculate the mean and variance of the random variables using the given below formula:

MEAN: $\mu=n p$
Variance: $\sigma^{2}=n p q$
$S D: \sigma=\sqrt{n p q}$
Mean $=n p=600^{*}(1 / 6)=100$
Variance $=n p q=600^{*}(1 / 6)^{*}(5 / 6)=500 / 6$
Step-3: Required probability: $\mathrm{P}(80<\mathrm{X}<120)$
$\mathrm{P}(80<\mathrm{X}<120)=\mathrm{P}(-20<\mathrm{X}-100<20)=\mathrm{P}(|\mathrm{X}-100|<20)$
Step-4: Now, by using the Chebyshev's theorem, we have $\mathrm{P}(|X-\mu|<k \sigma) \geq 1-1 / \mathrm{k}^{2}$
Find $k$ by compare with general equation, therefore $k \sigma=20 \Rightarrow k(\sqrt{ }(500 / 6))=10 \Rightarrow k=20 \sqrt{ }(6 / 500)$
Step-5: Apply Chebyshev's Theorem to find the required probability:
$\geq 1-1 / \mathrm{k} 2 \geq 1-500 / 2400 \geq 19 / 24 \geq 0.79$
Step-6: Present the results
Therefore, the lower bound of the probability of getting sixes between 80 and 120 is equal to 0.79 .

Task: Explain applications of Chebyshev's Theorem

### 5.2 Moments of a random variable

In mathematics, the moments of a function are quantitative measures related to the shape of the function's graph. If the function represents mass, then the first moment is the center of the mass, and the second moment is the rotational inertia. If the function is a probability distribution, then the
first moment is the expected value, the second central moment is the variance, the third standardized moment is the skewness, and the fourth standardized moment is the kurtosis. The mathematical concept is closely related to the concept of moment in physics.

Significance of the moments
It is possible to define moments for random variables in a more general fashion than moments for real-valued functions - see moments in metric spaces. The moment of a function, without further explanation, usually refers to the above expression with $\mathrm{c}=0$.
For the second and higher moments, the central moment (moments about the mean, with c being the mean) are usually used rather than the moments about zero, because they provide clearer information about the distribution's shape. The n-th moment about zero of a probability density function $f(x)$ is the expected value of $X n$ and is called a raw moment or crude moment.[3] The moments about its mean $\mu$ are called central moments; these describe the shape of the function, independently of translation.
The shape of any distribution can be described by its various 'moments'. The first four are:

1. The mean, which indicates the central tendency of a distribution.
2. The second moment is the variance, which indicates the width or deviation.
3. The third moment is the skewness, which indicates any asymmetric 'leaning' to either left or right.
4. The fourth moment is the Kurtosis, which indicates the degree of central 'peakedness' or, equivalently, the 'fatness' of the outer tails.

First moment- Mean
Measure the location of the central point.

$$
\bar{x}=\frac{\sum_{i=1}^{N} x_{i}}{N}
$$

Second moment- Standard Deviation (SD, $\sigma$ (Sigma)):
Measure the spread of values in the distribution OR how far from the normal.

$$
\sigma^{2}=\frac{\sum_{i=1}^{N}\left(X_{i}-\bar{X}\right)^{2}}{N}
$$

$\sigma=(\text { Variance })^{\wedge} .5$
Small SD: Numbers are close to mean
High SD : Numbers are spread out
For normal distribution:
Within 1 SD: $68.27 \%$ values lie
Within 2 SD: $95.45 \%$ values lie
Within 3 SD: 99.73\% values lie

Advantages over Mean Absolute Deviation(MAD):

1. Mathematical properties- Continuous, differentiable.
2. SD of a sample is more consistent estimate for a population- When drawing repeated samples from a normally distributed population, the standard deviations of samples are less spread out as compare to mean absolute deviations.

Third moment- Skewness
Measure the symmetry in the distribution.
Skew $=\frac{1}{N} \sum_{i=1}^{N}\left[\frac{\left(X_{i}-\bar{X}\right)}{\sigma}\right]^{3}$

## Skewness $=0$ [Normal Distribution, Symmetric]

Other Formulas:

1. Skewness $=($ Mean-Mode $) /$ SD
2. Skewness $=3 *($ Mean - Median $) /$ SD
(Mode $=3^{*}$ Median-2*Mean)
Transformations (to make the distribution normal):
a. Positively skewed (right): Square root, log, inverse
b. Negatively skewed (left) : Reflect and square[sqrt(constant-x)], reflect and log, reflect and inverse


Fourth moment- Kurtosis:
Measure the amount in the tails.
Kurt $=\frac{1}{N} \sum_{i=1}^{N}\left[\frac{\left(X_{i}-\bar{X}\right)}{\sigma}\right]^{4}$

Kurtosis=3 [Normal Distribution]
Kurtosis<3 [Lighter tails]
Kurtosis>3 [Heavier tails]
Other Formulas:
Excess Kurtosis $=$ Kurtosis -3
Understanding:

Kurtosis is the average of the standardized data raised to fourth power. Any standardized values less than $|1|$ (i.e. data within one standard deviation of the mean) will contribute petty to kurtosis.

The standardized values that will contribute immensely are the outliers.
High Kurtosis alerts about attendance of outliers.


Excess Kurtosis for Distributions [Laplace (D)ouble exponential; Hyperbolic (S)ecant; (L)ogistic; (N)ormal; ©osine; (W)igner semicircle; (U)niform]

### 5.3 Raw vs Central Moment

Another approach helpful to find the summary measures for probability distribution is based on the 'moments'. We will discuss two types of moments.
i. Moments about the origin. (Origin may be zero or any other constant say A). It is also called as raw moments.
ii. Moments about the mean is called as central moments.

The raw moments (or 'moments about zero') $\mu_{i}$ ' of a distribution are defined as

$$
\mu_{i}^{\prime}=\int_{-\infty}^{+\infty} x^{i} f(x) d x,
$$

for continuous distributions with PDF $f(x)$ and

$$
\mu_{i}^{\prime}=\sum_{k=0}^{n} x_{k}{ }^{i} p_{k}
$$

for discrete distributions with PMF pi.
The central moments (or 'moments about the mean') $\mu_{i}$ for $i \geq 2$ are defined as:

$$
\mu_{i}=\int_{-\infty}^{+\infty}(x-\mu)^{i} f(x) d x
$$

with analogue definitions for discrete variables. The lower central moments are directly related to the variance.

The second, third and fourth central moments can be expressed in terms of the raw moments as follows:

$$
\begin{aligned}
& \mu_{2}=\mu_{2}^{\prime}-\mu^{2} \\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu \mu_{2}^{\prime}+2 \mu^{3} \\
& \mu_{4}=\mu_{4}^{\prime}-4 \mu \mu_{3}^{\prime}+6 \mu^{2} \mu_{2}^{\prime}-3 \mu^{4}
\end{aligned}
$$

### 5.4 Moment-Generating Function

In probability theory and statistics, the moment-generating function of a real-valued random variable is an alternative specification of its probability distribution. Thus, it provides the basis of an alternative route to analytical results compared with working directly with probability density functions or cumulative distribution functions. There are particularly simple results for the moment-generating functions of distributions defined by the weighted sums of random variables. However, not all random variables have moment-generating functions.

As its name implies, the moment generating function can be used to compute a distribution's moments: the $n$th moment about 0 is the $n$th derivative of the moment-generating function, evaluated at 0 .

In addition to real-valued distributions (univariate distributions), moment-generating functions can be defined for vector- or matrix-valued random variables, and can even be extended to more general cases.
The moment-generating function of a real-valued distribution does not always exist, unlike the characteristic function. There are relations between the behavior of the moment-generating function of a distribution and properties of the distribution, such as the existence of moments

Here are some examples of the moment-generating function and the characteristic function for comparison

| Distribution | Moment-generating function $M_{X}(t)$ | Characteristic function $\varphi(t)$ |
| :--- | :--- | :--- |
| Degenerate $\delta_{a}$ | $e^{t a}$ | $e^{i t a}$ |
| Bernoulli $P(X=1)=$ | $1-p+p e^{t}$ | $1-p+p e^{i t}$ |
| Geametric $(1-p)^{k-1}$, | $\frac{p e^{t}}{1-(1-p) e^{t}}$ |  |
| $\forall t<-\ln (1-p)$ | $\frac{p e^{i t}}{1-(1-p) e^{i t}}$ |  |
| Binomial $B(n, p)$ | $\left(1-p+p e^{t}\right)^{n}$ | $\left(1-p+p e^{i t}\right)^{n}$ |
| Negative binamial $\mathrm{NB}\left({ }_{l} p\right)$ | $\left(\frac{p e^{t}}{1-e^{t}+p e^{t}}\right)^{r}$ | $\left.\frac{p e^{i t}}{1-e^{i t}+p e^{i t}}\right)^{r}$ |
| Poissan Pois. $(\lambda)$ | $e^{\lambda\left(e^{t}-1\right)}$ | $\frac{e^{\lambda\left(e^{i t}-1\right)}}{i t(b-a)}$ |
| Uniform (continuous) $\mathrm{U}, b)$ | $\frac{e^{t b}-e^{t a}}{t(b-a)}$ | $\frac{e^{a i t}-e^{(b+1) i t}}{(b-a+1)\left(1-e^{i t}\right)}$ |
| Uniform (discrete) $\mathrm{DU}\left(c^{b}\right)$ | $\frac{e^{a t}-e^{(b+1) t}}{(b-a+1)\left(1-e^{t}\right)}$ | $\frac{e^{i t \mu}}{1+b^{2} t^{2}}$ |
| Laprace $L(\mu, o)$ | $\frac{e^{t \mu}}{1-b^{2} t^{2}},\|t\|<1 / b$ | $e^{i t \mu-\frac{1}{2} \sigma^{2} t^{2}}$ |
| Normal $N\left(\mu, \sigma^{2}\right)$ | $e^{t \mu+\frac{1}{2} \sigma^{2} t^{2}}$ |  |

## Properties of MGFs

- Result 1 (MGF determines the distribution): If two random variables have the same MGF, they must have the same distribution.
- Result. 2 (MCF of location-scale transformations) : Lef. $X$ he a randnm variable for which the $M G F$ is $M_{1}$ and consider the random variable $Y=\mathbf{a} \mathbf{X}+\mathbf{b}$, where $\mathbf{a}$ and $\mathbf{b}$ are given constants. Let the $M C F$ of $\mathbf{Y}$ be denoted by $\mathbf{M}_{\mathbf{2}}$. Then for any valuc of $\mathbf{t}$ such that $\mathbf{M}_{\mathbf{1}}(\mathbf{t})$ cxists,

$$
M_{2}(t)=e^{b t} M_{1}(a t)
$$

- Result 3 (MCF of a sum of independent r.v.s) : Supposc that $\mathbf{X}_{1}, \ldots, \mathbf{X}_{\mathrm{n}}$ arc $\mathbf{n}$ independerit random variables and that $\mathbf{M}_{\mathfrak{i}}$ is the $M G F$ of $\mathbf{X}_{\mathfrak{i}}$. Let $\mathbf{Y}=\mathbf{X}_{1}+\cdots+\mathbf{X}_{\mathrm{n}}$ and the $M G F$ of $\mathbf{Y}$ be given by M. Then for any value of $t$ such that $\mathbf{M}_{\mathbf{i}}(\mathrm{t})$ exists for all $\mathbf{i}=1,2, \ldots, \mathrm{n}$,

$$
M(t)=\prod_{i=1}^{n} M_{i}(t)
$$

Task: What is Moment generating function?

### 5.5 What is Skewness and Why is it Important?

What is Skewed Data?
The measure of the asymmetry of a distribution of probability that is ideally symmetric and is given by the third standardized moment is skewness. In simple words, skew is the measure of how much a random variable's probability distribution varies from the normal distribution.

When both sides of the distribution are not distributed equally then this is known as Skewed Data. It is not a symmetrical distribution.

To quickly see if the data is skewed, we can use a histogram.

## Types of Skewness

Well, the normal distribution is the distribution of the probability without any skewness.
There are two types of skewness, apart from this:

- Positive Skewness
- Negative Skewness


## Positive Skewness

A positively skewed distribution (often referred to as Right-Skewed) is a distribution type where most values are concentrated to the left tail of the distribution whereas the right tail of the distribution is longer. A positively skewed distribution is the complete opposite of a negatively skewed distribution

## A Positively Skewed Curve

In contrast to normally distributed data, where all central trend measurements (mean, median, and mode) are equal to each other, with positively skewed data, the observations are dispersed. The general relationship between the central tendency measures in a positively skewed distribution can be expressed using the following inequalities:

Mean > Median> Mode

## Negative Skewness

A negatively skewed distribution (often referred to as Left-Skewed) is a kind of distribution where more values are on the right side of the distribution graph whereas the left tail of its distribution graph is longer.

A Negatively Skewed Curve

Apart from normally distributed data, where all central trend measurements (mean, median, and mode) are equal to each other, with negatively skewed data, the measurements are dispersed. The general relationship between central trend measures in the negatively skewed distribution can be displayed using the following inequality:

## Mode >Median > Mean

How to Find Skewness of Data?
One measure of skewness would be to subtract the mean from the mode, then divide the difference by the Standard Deviation of the data. This is called Pearson's first coefficient of skewness. We have a dimensionless quantity as the explanation for dividing the difference. This explains why there is positive skewness in data skewed to the right. The mean is greater than the mode if the data set is skewed to the right, so subtracting the mode from the mean gives a positive number. A similar argument shows why there is negative skewness in data skewed to the left.

To calculate the asymmetry of a data set, Pearson's second coefficient of skewness is also used. We deduct the mode from the median for this value, multiply this number by 3 and then divide it by the Standard Deviation.

Note: If the data shows a strong mode, Pearson's first coefficient of skewness is useful. Pearson's second coefficient can be preferable if the data has a poor mode or several modes, as it does not depend on mode as a central tendency measure.

## Uses of Skewed Data

In various contexts, skewed data arises very naturally. Incomes are skewed to the right because the mean can be significantly influenced by even a few people making millions of dollars, and there are no negative incomes. Similarly, details related to a product's lifetime, such as a light bulb brand, is skewed to the right. Here, zero is the smallest that a lifetime can be, and long-lasting light bulbs can give the data a positive skew.

## What is Skewness in Statistics?

In statistics, if one asks what skewness is, it is the degree of asymmetry found in a distribution of probability. Distributions can exhibit to varying degrees right (positive) skewness or left (negative) skewness. Zero skewness exhibits a natural distribution (bell curve).


## What Does Skewness Tell You?

Investors note skewness when judging a return distribution because it, like kurtosis, considers the extremes of the data set rather than focusing solely on the average. Short- and medium-term investors in particular need to look at extremes because they are less likely to hold a position long enough to be confident that the average will work itself out.
Investors commonly use standard deviation to predict future returns, but the standard deviation assumes a normal distribution. As few return distributions come close to normal, skewness is a better measure on which to base performance predictions. This is due to skewness risk.
Skewness risk is the increased risk of turning up a data point of high skewness in a skewed distribution. Many financial models that attempt to predict the future performance of an asset assume a normal distribution, in which measures of central tendency are equal. If the data are skewed, this kind of model will always underestimate skewness risk in its predictions. The more skewed the data, the less accurate this financial model will be.

### 5.6 What is Kurtosis?

This is a statistical procedure used in reporting the distribution. Unlike skewness which differentiates extreme values between one tail and another, kurtosis computes the absolute values in each tail. Large kurtosis is present in the distributions that possess tail data surpassing the tails of the normal distribution. Conversely, the distributions that exhibit less extreme tail data in comparison to the tails of the normal distribution have low kurtosis. Investors interpret high kurtosis of the return distribution as a signal that they will face frequent and more extreme returns than the typical + or - three standard deviations from the mean that the normal distribution of returns predicts. This is called kurtosis risk.

## How is Kurtosis Used?

Kurtosis is computed from the combination of the tails of a distribution relative to the center of the distribution. Graphing a set of approximately normal data through a histogram displays a bell peak and a majority of data within + or three standard deviations of the mean. These tails, however, go beyond the + or 3 standard deviations of the normal bell-curved distribution in the presence of high kurtosis. Kurtosis doesn't measure the peakedness of distribution but instead describes the shape of the distribution's tail in relation to its form.

This means that distribution can have an infinite peak and a low kurtosis and an infinite kurtosis but a perfectly flat top. It measures only tailedness.

## Types of Kurtosis

A set of data can display up to three categories of kurtosis whose measures are compared against a bell curve. These categories are as follows:

Mesokurtic distribution. In this distribution, the kurtosis statistic is the same as that of the bell curve, and so the distribution's extreme value characteristic is the same as the one belonging to a normal distribution.

Leptokurtic distribution. This has a higher kurtosis than that of a mesokurtic distribution. It has elongated tails and is skinny because of the outliers stretching the horizontal axis of the histogram graph causing the most of the data to result in a narrow vertical range. This has led to the leptokurtic distribution being viewed as a concentrated towards the mean. However, some extreme outliers lead to concentration appearance.

Platykurtic distribution. These distributions possess short tails. Uniform distributions have broad peaks although the beta $(.5,1)$ has an infinitely pointy peak. These two distributions are platykurtic since their extreme values are lower than that of the bell curve. Investors view these distributions as stable and predictable because they don't often become extreme returns.



Mixed moments
Mixed moments are moments involving multiple variables.
Some examples are covariance, coskewness and cokurtosis. While there is a unique covariance, there are multiple co-skewnesses and co-kurtoses.

## Higher moments

High-order moments are moments beyond 4th-order moments. As with variance, skewness, and kurtosis, these are higher-order statistics, involving non-linear combinations of the data, and can be used for description or estimation of further shape parameters. The higher the moment, the harder it is to estimate, in the sense that larger samples are required in order to obtain estimates of similar quality. This is due to the excess degrees of freedom consumed by the higher orders. Further, they can be subtle to interpret, often being most easily understood in terms of lower order moments compare the higher derivatives of jerk and jounce in physics. For example, just as the 4th-order moment (kurtosis) can be interpreted as "relative importance of tails versus shoulders in causing dispersion" (for a given dispersion, high kurtosis corresponds to heavy tails, while low kurtosis corresponds to broad shoulders), the 5th-order moment can be interpreted as measuring "relative importance of tails versus center (mode, shoulders) in causing skew" (for a given skew, high 5th moment corresponds to heavy tail and little movement of mode, while low 5th moment corresponds to more change in shoulders).

### 5.7 Cumulants

In probability theory and statistics, the cumulants $\kappa n$ of a probability distribution are a set of quantities that provide an alternative to the moments of the distribution. The moments determine the cumulants in the sense that any two probability distributions whose moments are identical will have identical cumulants as well, and similarly the cumulants determine the moments.

The first cumulant is the mean, the second cumulant is the variance, and the third cumulant is the same as the third central moment. But fourth and higher-order cumulants are not equal to central moments. In some cases theoretical treatments of problems in terms of cumulants are simpler than those using moments. In particular, when two or more random variables are statistically independent, the nth-order cumulant of their sum is equal to the sum of their nth-order cumulants. As well, the third and higher-order cumulants of a normal distribution are zero, and it is the only distribution with this property.

- Moment generating functions are a way to find moments like the mean $(\mu)$ and the variance $\left(\sigma^{2}\right)$. They are an alternative way to represent a probability distribution with a simple one-variable function.
- Each probability distribution has a unique MGF, which means they are especially useful for solving problems like finding the distribution for sums of random variables. They can also be used as a proof of the Central Limit Theorem.

Why the Cumulant Generating Function is Important?
The cumulant generating function is important because both it and the cumulants lend themselves so well to mathematical analysis, besides (in the case of the cumulants) being meaningful in their own right. They change in simple, easy to understand ways when their underlying PDF (probability density function) is changed, and they are easy to define on most spaces.

- The cumulant generating function is infinitely differentiable, and it passes through the origin. Its first derivative is monotonic function from the least to the greatest upper bounds of the probability distribution.
- Its second derivative is positive everywhere where it is defined.
- Cumulants accumulate: the $\mathrm{k}^{\text {th }}$ cumulant of a sum of independent random variables is just the sum of the $\mathrm{k}^{\text {th }}$ cumulants of the summands.
- Cumulants also have a scaling property: the nth cumulant of $n X$ is $c^{n}$ times the nth cumulant of $X$.


## Summary

- Chebyshev's inequality is a probabilistic inequality. It provides an upper bound to the probability that the absolute deviation of a random variable from its mean will exceed a given threshold.
- Chebyshev's inequality is more general, stating that a minimum of just $75 \%$ of values must lie within two standard deviations of the mean and $88.89 \%$ within three standard deviations for a broad range of different probability distributions
- Moments are a set of statistical parameters to measure a distribution.
- Standard deviation is the square root of the variance: an indication of how closely the values are spread about the mean. A small standard deviation means the values are all similar. If the distribution is normal, $63 \%$ of the values will be within 1 standard deviation.
- Kurtosis is another measure of the shape of a frequency curve. It is a Greek word, which means bulginess.
- While skewness signifies the extent of asymmetry, kurtosis measures the degree of peakedness of a frequency distribution


## Keywords

- Moments are popularly used to describe the qualities of a distribution. They represent a convenient and unifying method for summarizing many of the most commonly used measures such as measures of tendency, variation, skewness and kurtosis
- Moments are statistical measures that for measuring certain characteristics of the distribution. Moments can be raw moments, central moments and moments about any arbitrary point.
- Mode: Defines the most frequently occurring value in a dataset. In some cases, a dataset may contain multiple modes while some datasets may not have any mode at all.
- The first cumulant is the mean, the second cumulant is the variance, and the third cumulant is the same as the third central moment.


## Self Assessment

1. $\qquad$ inequality is a probabilistic inequality.
A. Chebyshev's
B. Bayes
C. Charles
D. All of the above
2. $\qquad$ are a set of statistical parameters to measure a distribution.
A. Moments
B. Kurtosis
C. Skewness
D. Variance
3. First Moment is $\qquad$
A. Mean
B. Median
C. Variance
D. Skewness
4. Standard deviation is the square root of the $\qquad$ -
A. Mean
B. Median
C. Variance
D. Skewness
5. Third Moment is
A. Mean
B. Median
C. Variance
D. Skewness
6. $\qquad$ also known as the expected value, which is the summation of all possible values from a random variable.
A. Mathematical expectation
B. Skewness
C. Kurtosis
D. Random variable
7. Mathematically, a $\qquad$ is a real-valued function whose domain is a sample space $S$ of a random experiment.
A. Mathematical expectation
B. Skewness
C. Kurtosis
D. Random variable
8. In probability theory and statistics, the $\qquad$ of a real-valued random variable is an alternative specification of its probability distribution
A. Mathematical expectation
B. Skewness
C. Kurtosis
D. Moment generating function
9. Binomial distribution is
A. Discrete distribution
B. Continuous distribution
C. Normal distribution
D. Poison distribution
10. Poison distribution is
A. Discrete distribution
B. Continuous distribution
C. Normal distribution
D. Poison distribution
11. In probability theory, a $\qquad$ is a type of continuous probability distribution
A. Geometric Distribution
B. Bayes distribution
C. Normal distribution
D. Poison distribution
12. In probability theory and statistics, the $\qquad$ with parameters $n$ and $p$ is the discrete probability distribution.
A. Binomial Distribution
B. Bayes distribution
C. Normal distribution
D. Poison distribution
13. The middle value measure of central tendency in a dataset that is arranged in ascending order
A. Mean
B. Median
C. Mode
D. All of the above
14. In probability theory and statistics, the $\qquad$ of a probability distribution are a set of quantities that provide an alternative to the moments of the distribution.
A. Cumulants
B. Mean
C. Median
D. Mode
15. If skewness is $\qquad$ the mean is smaller than the median and the distribution has a large tail of small values.
A. Negative
B. Positive
C. Zero
D. All of the above

## Answers for Self Assessment

1. A
2. A
3. A
4. C
5. D
6. A
7. D
8. D
9. A
10. A
11. 
12. A
13. $B$
14. A
15. A

## Review Questions

1. What is the use of Chebyshev inequality?
2. What does Chebyshev's inequality measure?
3. What does moments mean in statistics?
4. What is the use of moments in statistics?
5. How lower central moments are directly related to the variance, skewness and kurtosis.
6. What are first and second moments?
7. Why skewness is a measure of the asymmetry of the probability distribution of a random variable about its mean?
8. How does skewness effect mean?
9. Explain concept of kurtosis with example?
10. What is acceptable skewness and kurtosis?

## [D] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by Hossein Pishro-Nik


## Web Links

- Online links
- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objectives

- understand basics of Moments,
- learn concepts of change of origin,
- understand Concept of measuring skewness and Kurtosis,
- understand concept of change of scale,
- solve basic questions related to Pearson coefficient.


## Introduction

Central Tendency is a descriptive summary of a dataset through a single value that reflects the center of the data distribution. Along with the variability (dispersion) of a dataset, central tendency is a branch of descriptive statistics. The change of origin means that some value has been either added or subtracted to the observations. The change of scale means that some value is either multiplied or divided to the observations

## For example-

Effect of change of origin on the mean. If the mean of observations is 7 and 3 is added to all observations, then new mean also increases by 3 , and if we subtract 3 , the mean decreases by 3 .

## For example-

Effect of change of scale on mean. If each observation is multiplied by $x$, then the new mean becomes x times of initial mean. If it is divided divide with x then the new mean $=$ initial mean $/ \mathrm{x}$.

### 6.1 Discrete and Continuous Data

## Discrete Data

Discrete Data can only take certain values.


Example: the number of students in a class

We can't have half a student!

Example: the results of rolling 2 dice

Only has the values $2,3,4,5,6,7,8,9,10,11$ and 12

## Continuous Data



Continuous Data can take any value (within a range)

## $\equiv$ Examples:

- A person's height: could be any value (within the range of human heights), not just certain fixed heights,

Time in a race: you could even measure it to fractions of a second,


- The length of a leaf,


### 6.2 Difference Between Discrete and Continuous Data

In statistics, data is defined as the facts and figures collected together for the purpose of analysis. It is divided into two broad categories, qualitative data, and quantitative data. Further, the qualitative data is cannot be measured in terms of numbers and it is sub-divided into nominal and ordinal data. On the other hand, quantitative data is one that contains numerical values and uses range. It is sub-classified as discrete and continuous data. Discrete data contains finite values that have nothing in-between

In statistics, data is defined as the facts and figures collected together for the purpose of analysis. It is divided into two broad categories, Qualitative data, and

## Quantitative Data.

Further, the qualitative data cannot be measured in terms of numbers and it is sub-divided into nominal and ordinal data. On the other hand, quantitative data is one that contains numerical values and uses range. It is sub-classified as discrete and continuous data. Discrete data contains finite values that have nothing in-betweenas against, continuous data contains data that can be measured, that includes fractions and decimals. Take a read of the article to know the difference between discrete and continuous data


Task: what is difference between discrete and continuous data?

## Comparison Chart

| BASIS FOR COMPARISON | DISCRETE DATA | CONTINUOUS DATA |
| :---: | :---: | :---: |
| Meaning | Discrete data is one that has clear spaces between values. | Continuous data is one that falls on a continuous sequence. |
| Nature | Countable | Measurable |
| Values | It can take only distinct or separate values. | It can take any value in some interval. |
| Graphical <br> Representation | Bar Graph | Histogram |
| Tabulation is known as | Ungrouped frequency distribution. | Grouped frequency distribution. |
| Classification | Mutually Inclusive | Mutually Exclusive |
| Function graph | Shows isolated points | Shows connected points |
| Example | Days of the week | Market price of a product |

## Definition of Discrete Data

The term discrete implies distinct or separate. So, discrete data refers to the type of quantitative data that relies on counts. It contains only finite values, whose subdivision is not possible. It includes only those values that can only be counted in whole numbers or integers and are separate which means the data cannot be broken down into fraction or decimal.

For example, Number of students in the school, the number of cars in the parking lot, the number of computers in a computer lab, the number of animals in a zoo, etc.

## Definition of Continuous Data

Continuous data is described as an unbroken set of observations; that can be measured on a scale. It can take any numeric value, within a finite or infinite range of possible value. Statistically, range refers to the difference between highest and lowest observation. The continuous data can be broken down into fractions and decimal, i.e. it can be meaningfully subdivided into smaller parts according to the measurement precision.

For Example, Age, height or weight of a person, time taken to complete a task, temperature, time, money, etc.

### 6.3 Moments in Statistics

Moments are a set of statistical parameters to measure a distribution. Four moments are commonly used: 1st, Mean: the average. 2d, Variance: Standard deviation is the square root of the variance: an indication of how closely the values are spread about the mean

## Use of Moments in Statistics

Moments are are very useful in statistics because they tell you much about your data. There are four commonly used moments in statistics: the mean, variance, skewness, and kurtosis. The mean gives you a measure of center of the data

## What are raw moments in statistics?

A moment of a probability function taken about 0 , (1) (2) The raw moments (sometimes also called "crude moments") can be expressed as terms of the central moments (i.e., those taken about the mean ) using the inverse binomial transform.

## What do you mean by central moments?

In probability theory and statistics, a central moment is a moment of a probability distribution of a random variable about the random variable's mean; that is, it is the expected value of a specified integer power of the deviation of the random variable from the mean.

## Moments of a statistical distribution

The shape of any distribution can be described by its various 'moments'. The first four are:

1. The mean, which indicates the central tendency of a distribution.
2. The second moment is the variance, which indicates the width or deviation.
3. The third moment is the skewness, which indicates any asymmetric 'leaning' to either left or right.
4. The fourth moment is the Kurtosis, which indicates the degree of central 'peakedness' or, equivalently, the 'fatness' of the outer tails.

### 6.4 Scale and Origin

However, sometimes, if we have coordinates that are large numbers, we may need to scale the axis differently. In the graph below, each mark on the axis represents 500 units.


## Change of origin and scale

- Change of origin and scale make calculations easy as, in origin change, the distribution location is changed, while in scale change, the distribution shape is altered.
- The change of origin means that some value has been either added or subtracted to the observations.
- The change of scale means that some value is either multiplied or divided to the observations.

For example - Effect of change of origin on the mean. If the mean of observations is 7 and 3 is added to all observations, then new mean also increases by 3 , and if we subtract 3 , the mean decreases by 3 .

- If each observation is multiplied by $x$, then the new mean becomes $x$ times of initial mean. If it is divided divide with $x$ then the new mean $=$ initial mean $/ x$.
- Make calculations easy as, in origin change, the distribution location is changed, while in scale change, the distribution shape is altered.

Task: What is effect of change of origin vs. change of scale?

### 6.5 Effects of Change of Origin and Change of Scale

- Following are the effects of change of origin and change of scale on the mean, standard deviation and variance.
- Any constant added or subtracted (Change of origin) than the standard deviation of original data and of change data after addition as subtracted will not change but the mean of new data will change.
- Any constant multiplied are divided (change of scale) then mean, standard deviation and variation will change of the new changed data


## For ease of calculations

Change of scale and change of origin is done either for ease of calculations (in case of grouped data) or to make the distribution look a bit standardized. Change of scale changes standard deviation and variance. Change of origin changes mean, median, mode

- A change in scale would be, for example, measuring something in meters instead of feet. Everything would get scaled down by a factor of about 0.3.
- A change of origin would be if you started counting or measuring at a different point. For example, switching between centigrade and degrees Kelvin is essentially a change in origin (a shift of about 273 degrees).

Example:For calculating the mean, changing the origin for your data means it will affect the mean.

Taking the mean of $x, y$ and $z$ (this is $x+y+z / 3$ ) is different from the
mean of $x+A, y+A$ and $z+A$ (which is $x+y+z / 3+A$ ),
unless of course $A=0$.
However, the standard deviation does not depend on where the origin is, as long as the scale is the same.

## Effect of Change of origin on mean.

- If mean of some observations is 5
- If we add 3 to all observations then new mean also increases by 3 , similarly if we subtract 3 to all observations again mean decreases by 3 .
- If we multiply each observations by $x$.then new mean become $x$ times of initial mean.
- If we divide all observations with $x$ then new mean =initial mean/xShifting (addition and subtraction)

Example:What happens to measures of central tendency and spread when we add a constant value to every value in the data set? To answer this question, let's pretend we have the data set 3,3, 7, 9,13 and let's calculate our measures for the set.

- Mean: $(3+3+7+9+13) / 5=7$
- Median: 7
- Mode: 3
- Range: $13-3=10$
- IQR: 11-3=8

Example:If we add 6 to each data point in the set, the new set is $9,9,13,15,19$, And our new measures of central tendency and spread are explained as

- Mean: $(9+9+13+15+19) / 5=13(9+9+13+15+19) / 5=13$
- Median: 13
- Mode: 9
- Range: $19-9=19-9=10$
- IQR: 17-9=17-9=8
- What we see is that adding 6 to the entire data set also adds 6 to the mean, median, and mode, but that the range and IQR stay the same.

Scaling (multiplication and division)
What happens to measures of central tendency and spread when we multiply a constant value to every value in the data set? To answer this question, let's pretend we have the data set 3,3, 7, 9,13 and let's calculate our measures for the set.

- Mean: $(3+3+7+9+13) / 5=7$
- Median: 7
- Mode: 3
- Range: $13-3=10$
- IQR: 11-3=8
- Let's multiply the set by 2 , making the new set $6,6,14,18,26$,. The new measures of central tendency and spread.

New values

- Mean: $(6+6+14+18+26) / 5=14$
- Median: 14
- Mode: 6
- Range: 26-6=20
- IQR: 22-6=16

What we see is that multiplying the entire data set by 2 multiplies all five measures by 2 as well. The mean, median, mode, range, and IQR are all doubled when we double the values in the data set.

### 6.6 Skewness

- Skewness is the measure of the shape of a nonsymmetrical distribution
- Two sets of data can have the same mean \& SD but different skewness
- Two types of skewness:

$$
\begin{array}{ll}
\circ & \text { Positive skewness } \\
\circ & \text { Negative skewness }
\end{array}
$$

Karl Pearson's Coefficient of Skewness...... 01
This method is most frequently used for measuring skewness. The formula for measuring coefficient of skewness is given by
$\square$

Where,SKP = Karl Pearson's Coefficient of skewness, $\sigma=$ standard deviation.

Karl Pearson's Coefficient of Skewness.... .02

In case the mode is indeterminate, the coefficient of skewness is:


[^0]
## $\mathbf{S K}_{\mathbf{P}}$ <br> 3(Mean - Median) <br> $\sigma$

- The value of coefficient of skewness is zero, when the distribution is symmetrical.
- The value of coefficient of skewness is positive, when the distribution is positivelyskewed.
- The value of coefficient of skewness is negative, when the distribution is negativelyskewed.


## $\equiv$ Example

## Sample problem:

Use Pearson's Coefficient \#1 and \#2 to find the skewness for data with the following characteristics:
Mean $=70.5$.
Median $=80$.
Mode $=85$ .
Standard deviation $=19.33$.

- Pearson's Coefficient of Skewness \#1 (Mode):
- Step 1: Subtract the mode from the mean: 70.5-85=-14.5.
- $\quad$ Step 2: Divide by the standard deviation: $-14.5 / 19.33=-0.75$.
- Pearson's Coefficient of Skewness \#2 (Median):
- Step 1: Subtract the median from the mean: 70.5-80 = -9.5.
- Step 2: Multiply Step 1 by 3: $-9.5(3)=-28.5$
- $\quad$ Step 2: Divide by the standard deviation: $-28.5 / 19.33=-1.47$.


Example:Caution: Pearson's first coefficient of skewness uses the mode. Therefore, if the mode is made up of too few pieces of data it won't be a stable measure of central tendency. For example, the mode in both these sets of data is 9 :

- 1234567899
- 1234567899999999999910121213 .
- In the first set of data, the mode only appears twice. This isn't a good measure of central tendency so you would be cautioned not to use Pearson's coefficient of skewness. The second set of data has a more stable set (the mode appears 12 times). Therefore, Pearson's coefficient of skewness will likely give you a reasonable result.

In general:

- The direction of skewness is given by the sign.
- The coefficient compares the sample distribution with a normal distribution. The larger the value, the larger the distribution differs from a normal distribution.
- A value of zero means no skewness at all.
- A large negative value means the distribution is negatively skewed.
- A large positive value means the distribution is positively skewed.

Skewness provides valuable information about the distribution of returns. However, skewness must be viewed in conjunction with the overall level of returns. Skewness by itself isn't very useful. It is entirely possible to have positive skewness (good) but an average annualized return with a low or negative value (bad).

Example:The number of students absent in a class was recorded every day for 60 days and the information is given in the following frequency distribution.

| 0 | 1 | 2 | 3 | 4 | 5 | 6 (students absent x ) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 6 | 18 | 18 | 8 | 5 | 2 (days f) |

Find the Karl Pearson coefficient of skewness.

|  | $x_{i}$ | $f_{i}$ | $f_{i} * x_{i}$ | $f_{i} * x_{i}^{2}$ | $c f$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 3 | 0 | 0 | 3 |
|  | 1 | 6 | 6 | 6 | 9 |
|  | 2 | 18 | 36 | 72 | 27 |
|  | 3 | 18 | 54 | 162 | 45 |
|  | 4 | 8 | 32 | 128 | 53 |
|  | 5 | 5 | 25 | 125 | 58 |
|  | 6 | 2 | 12 | 72 | 60 |
| Total |  | 60 | 165 | 565 |  |

## Sample mean

The sample mean of $X$ is

$$
\begin{aligned}
\bar{x} & =\frac{1}{N} \sum_{i=1}^{n} f_{i} x_{i} \\
& =\frac{165}{60} \\
& =2.75
\end{aligned}
$$

The average of no. of students absent is 2.75 students.

- The cumulative frequency just greater than or equal to 30 is 45 . The corresponding value of is median. That is, $\mathrm{M}=3$
- Thus, median number of accidents $\mathrm{M}=3$.
- Thus the standard deviation of no. of students absent is 1.3732 students.

|  | $x_{i}$ | $f_{i}$ | $f_{i} * x_{i}$ | $f_{i} * x_{i}^{2}$ | $c f$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 3 | 0 | 0 | 3 |
|  | 1 | 6 | 6 | 6 | 9 |
|  | 2 | 18 | 36 | 72 | 27 |
|  | 3 | 18 | 54 | 162 | 45 |
|  | 4 | 8 | 32 | 128 | 53 |
|  | 5 | 5 | 25 | 125 | 58 |
|  | 6 | 2 | 12 | 72 | 60 |
| Total |  | 60 | 165 | 565 |  |

## The Karl Pearson coefficient of skewness can be calculated by

$$
\begin{aligned}
s_{k} & =\frac{3(\text { Mean }- \text { Median })}{\text { sd }} \\
& =\frac{3 \times(2.75-3)}{2.1602} \\
& =-0.5462
\end{aligned}
$$

## As the value of $s_{k}<0$, the data is negatively skewed.

### 6.7 Kurtosis Measures

If we have the knowledge of the measures of central tendency, dispersion and skewness, even then we cannot get a complete idea of a distribution. In addition to these measures, we need to know another measure to get the complete idea about the shape of the distribution which can be studied with the help of Kurtosis. Prof. Karl Pearson has called it the "Convexity of a Curve". Kurtosis gives a measure of flatness of distribution.

A measure of whether the curve of a distribution is:

- Bell-shaped -- Mesokurtic
- Peaked -- Leptokurtic
- Flat -- Platykurtic

The degree of kurtosis of a distribution is measured relative to that of a normal curve. The curves with greater peakedness than the normal curve are called "Leptokurtic". The curves which are more flat than the normal curve are called "Platykurtic". The normal curve is called "Mesokurtic.":

## (11) Kurtosis



Definition of For univariate data $Y_{1}, Y_{2}, \ldots, Y_{N}$, the formula for kurtosis is: Kurtosis

$$
\text { kurtosis }=\frac{\sum \mathrm{N}_{\mathrm{i}}=1\left(\mathrm{Yi}^{-} \mathrm{Y}^{-}\right) 4 / \mathrm{N}}{\mathrm{~s}^{4}}
$$

where $\mathrm{Y}^{-}$is the mean, $s$ is the standard deviation, and $N$ is the number of data points. Note that in computing the kurtosis, the standard deviation is computed using $N$ in the denominator rather than $N-1$.

- Based on the value of kurtosis, the distribution can be classified into three categories.
- The distribution with kurtosis equal to 3 is known as mesokurtic. A random variable which follows normal distribution has kurtosis 3 .

If the kurtosis is less than three, the distribution is called as platykurtic. Here, the distribution has shorter and thinner tails than normal distribution. Moreover, the peak is lower and also broader when compared to normal distribution. If the kurtosis is greater than three, the distribution is called as leptokurtic. Here, the distribution has longer and fatter tails than normal distribution. Moreover, the peak is higher and also sharper when compared to normal distribution.

## $\equiv$ Example:

- Suppose we have the following observations:
- $\left\{\begin{array}{lllll}12 & 13 & 54 & 56 & 25\end{array}\right\}$
- Using the data from the example above (12 135456 25), determine the type of kurtosis present.
- A. Mesokurtic distribution
- B. Platykurtic distribution
- C. Leptokurtic distribution

The correct answer is B.

$$
\begin{gathered}
X=\frac{(12+13+\ldots+25)}{5}=\frac{160}{5}=32 \\
S^{2}=\frac{(12-32)^{2}+\ldots+(25-32)^{2}}{4}=467.5
\end{gathered}
$$

## Therefore,

$$
\begin{gathered}
S=467.5^{\frac{1}{2}}=21.62 \\
S_{k r}=\frac{1}{n} \frac{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{4}}{S^{4}}=\frac{1}{5} \frac{-20^{4}+\left(-19^{4}\right)+22^{4}+24^{4}+\left(-7^{4}\right)}{21.62^{4}}=0.7861
\end{gathered}
$$

Next, we subtract 3 from the sample kurtosis and get the excess kurtosis.
Thus, excess kurtosis $=0.7861-3=-2.2139$ excess kurtosis $=0.7861-3=-2.2139$
Since the excess kurtosis is negative, we have a platykurtic distribution.
Like skewness, kurtosis is a statistical measure that is used to describe distribution. Whereas skewness differentiates extreme values in one versus the other tail, kurtosis measures extreme values in either tail. Distributions with large kurtosis exhibit tail data exceeding the tails of the normal distribution (e.g., five or more standard deviations from the mean). Distributions with low kurtosis exhibit tail data that are generally less extreme than the tails of the normal distribution.

For investors, high kurtosis of the return distribution implies the investor will experience occasional extreme returns (either positive or negative), more extreme than the usual + or - three standard deviations from the mean that is predicted by the normal distribution of returns. This phenomenon is known as kurtosis risk.

## Breaking Down Kurtosis

- kurtosis is a measure of the combined weight of a distribution's tails relative to the center of the distribution. When a set of approximately normal data is graphed via a histogram, it shows a bell peak and most data within + or - three standard deviations of the mean. However, when high kurtosis is present, the tails extend farther than the + or - three standard deviations of the normal bell-curved distribution.
- Kurtosis is sometimes confused with a measure of the peakedness of a distribution. However, kurtosis is a measure that describes the shape of a distribution's tails in relation to its overall shape. A distribution can be infinitely peaked with low kurtosis, and a distribution can be perfectly flat-topped with infinite kurtosis. Thus, kurtosis measures "tailedness," not "peakedness."


## What Is Excess Kurtosis?

The term excess kurtosis refers to a metric used in statistics and probability theory comparing the kurtosis coefficient with that of a normal distribution. Kurtosis is a statistical measure that is used to describe the size of the tails on a distribution. Excess kurtosis helps determine how much risk is involved in a specific investment. It signals that the probability of obtaining an extreme outcome or value from the event in question is higher than would be found in a probabilistically normal distribution of outcomes.

## Example of Excess Kurtosis

Let's use a hypothetical example of excess kurtosis. If you track the closing value of stock ABC every day for a year, you will have a record of how often the stock closed at a given value. If you build a graph with the closing values along the X -axis and the number of instances of that closing value that occurred along the Y -axis of a graph, you will create a bell-shaped curve showing the distribution of the stock's closing values.

If there are a high number of occurrences for just a few closing prices, the graph will have a very slender and steep bell-shaped curve. If the closing values vary widely, the bell will have a wider shape with less steep sides. The tails of this bell will show you how often heavily deviated closing prices occurred, as graphs with lots of outliers will have thicker tails coming off each side of the bell.

## Is high kurtosis good or bad?

Kurtosis as a stand-alone metric is not very useful. Kurtosis is only useful when used in conjunction with standard deviation. It is possible that an investment might have a high kurtosis (bad), but the overall standard deviation is low (good). Conversely, one might see an investment with a low kurtosis (good), but the overall standard deviation is high (bad). Kurtosis gives a better understanding of standard deviation, but used in isolation, kurtosis is meaningless

Generally speaking, one would hope to see a low or negative kurtosis. A low or negative kurtosis means that on a period-by-period basis most observations fall within a predictable band. The risk that does occur happens within a moderate range, and there is little risk in the tails. Alternatively, the higher the kurtosis, the more it indicates that the overall risk of an investment is driven by a few extreme "surprises" in the tails of the distribution.

### 6.8 Why Standard Deviation Is an Important Statistic

The standard deviation is a measure of the spread of scores within a set of data. Usually, we are interested in the standard deviation of a population. However, as we are often presented with data from a sample only, we can estimate the population standard deviation from a sample standard deviation.
These two standard deviations - sample and population standard deviations - are calculated differently.

## When to use the sample or population standard deviation

We are normally interested in knowing the population standard deviation because our population contains all the values we are interested in. Therefore, you would normally calculate the population standard deviation if: (1) you have the entire population or (2) you have a sample of a larger population, but you are only interested in this sample and do not wish to generalize your findings to the population. However, in statistics, we are usually presented with a sample from which we wish to estimate (generalize to) a population, and the standard deviation is no exception to this. Therefore, if all you have is a sample, but you wish to make a statement about the population standard deviation from which the sample is drawn, you need to use the sample standard deviation. Confusion can often arise as to which standard deviation to use due to the name "sample" standard deviation incorrectly being interpreted as meaning the standard deviation of the sample itself and not the estimate of the population standard deviation based on the sample.

## What type of data should you use when you calculate a standard deviation?

The standard deviation is used in conjunction with the mean to summarise continuous data, not categorical data. In addition, the standard deviation, like the mean, is normally only appropriate when the continuous data is not significantly skewed or has outliers.

## Examples of when to use the sample or population standard deviation

Q. A teacher sets an exam for their pupils. The teacher wants to summarize the results the pupils attained as a mean and standard deviation. Which standard deviation should be used?
A. Population standard deviation. Why? Because the teacher is only interested in this class of pupils' scores and nobody else.
Q. A researcher has recruited males aged 45 to 65 years old for an exercise training study to investigate risk markers for heart disease (e.g., cholesterol). Which standard deviation would most likely be used?
A. Sample standard deviation. Although not explicitly stated, a researcher investigating health related issues will not simply be concerned with just the participants of their study; they will want to show how their sample results can be generalised to the whole population (in this case, males aged 45 to 65 years old). Hence, the use of the sample standard deviation.
Q. One of the questions on a national consensus survey asks for respondents' age. Which standard deviation would be used to describe the variation in all ages received from the consensus?
A. Population standard deviation. A national consensus is used to find out information about the nation's citizens. By definition, it includes the whole population. Therefore, a population standard deviation would be used.

What are the formulas for the standard deviation?
The sample standard deviation formula is:
$s=\sqrt{\frac{\sum(X-\bar{X})^{2}}{n-1}}$
where,
$\sum^{\mathrm{s}=}$ sample standard deviation
$\sum=$ sum of...
$\bar{X}=$ sample mean
$\mathrm{n}=$ number of scores in sample.
The standard deviation is a commonly used statistic, but it doesn't often get the attention it deserves. Although the mean and median are out there in common sight in the everyday media, you rarely see them accompanied by any measure of how diverse that data set was, and so you are getting only part of the story. In fact, you could be missing the most interesting part of the story.

Without calculating standard deviation, you can't get a handle on whether the data are close to the average (as are the diameters of car parts that come off of a conveyor belt when everything is operating correctly) or whether the data are spread out over a wide range (as are house prices and income levels in the U.S.).
Without the standard deviation, you can't compare two data sets effectively. Suppose two sets of data have the same average; does that mean that the data sets must be exactly the same? Not at all. For example, the data sets 199, 200, 201 and 0, 200, 400 both have the same average (200) yet they have very different standard deviations. The first data set has a very small standard deviation ( $s=1$ ) compared to the second data set $(s=200)$.

## Summary

- Central Tendency is a descriptive summary of a dataset through a single value that reflects the center of the data distribution. Along with the variability (dispersion) of a dataset, central tendency is a branch of descriptive statistics.
- Change of origin and scale make calculations easy as, in origin change, the distribution location is changed, while in scale change, the distribution shape is altered.
- Any constant added or subtracted(Change of origin) than the standard deviation of original data and of change data after addition as subtracted will not change but the mean of new data will change.
- Any constant multiplied are divided (change of scale) then mean, standard deviation and variation will change of the new changed data


## Keywords

- The direction of skewness is given by the sign.
- The coefficient compares the sample distribution with a normal distribution. The larger the value, the larger the distribution differs from a normal distribution.
- A value of zero means no skewness at all.
- A large negative value means the distribution is negatively skewed.
- A large positive value means the distribution is positively skewed


## Self Assessment

1. The $\qquad$ means that some value has been either added or subtracted to the observations
A. Change of origin
B. Change of scale
C. Change of Mean
D. None of the above
2. The $\qquad$ means that some value has been either multiplied or divided to the observations.
A. Change of origin
B. Change of scale
C. Change of Mean
D. None of the above
3. $\qquad$ changes standard deviation and variance
A. Change of origin
B. Change of scale
C. Change of Mean
D. None of the above
4. $\qquad$ changes mean, median,mode
A. Change of origin
B. Change of scale
C. Change of Mean
D. None of the above
5. No matter what value we add to the set, the mean will shift by that amount but the
$\qquad$ will remain the same
A. Range
B. Mode
C. Median
D. All of the above
6. if we subtract an amount from every data point in the set: the mean will shift to the left but __will stay the same
A. Interquartile range (IQR),
B. Mode
C. Median
D. All of the above
7. The $\qquad$ is the difference between the lowest and highest values.
A. Range
B. Mode
C. Median
D. All of the above
8. In descriptive statistics, the $\qquad$ also called the midspread, middle $50 \%$, or H -spread, is a measure of statistical dispersion, being equal to the difference between 75 th and 25 th percentiles, or between upper and lower quartiles
A. Interquartile range (IQR),
B. Mode
C. Median
D. All of the above
9. Most widely used measure of variability is
A. Standard deviation
B. Mean
C. Mode
D. Median
10. Greatly influenced by sample size: the larger the sample, the larger the $\qquad$
A. Standard deviation
B. Mean
C. Mode
D. Range
11. A normal distribution (bell curve) exhibits $\qquad$ skewness.
A. Positive
B. Negative
C. Zero
D. Range
12. $\qquad$ distribution has more than one peak
A. Single modal
B. Multimodal
C. Skewness
D. All of the above
13. In probability theory and statistics, $\qquad$ is the expectation of the squared deviation of a random variable from its mean
A. Standard deviation
B. Variance
C. Mode
D. Median
14. $\qquad$ measures the degree of peakedness of a frequency distribution.
A. Kurtosis
B. Skewness
C. Mode
D. All of the above
15. The kurtosis reveals a distribution with flat tails
A. Platykurtic
B. Mesokurtic
C. Leptokurtic
D. All of the above

## Answers for Self Assessment

1. A
2. B
3. B
4. B
5. A
6. A
7. A
8. A
9. A
10. D
11. C
12. B
13. B
14. A
15. A

## Review Questions

1. What is effect of change of origin and scale on median?
2. What is difference between discrete and continuous data?
3. How Standard deviation is useful measure in statistics?
4. What are raw moments in statistics?
5. What are central moments in statistics?
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## Objectives

After this unit you will be able to:

- learn the basic concept of correlation,
- understand the different ways of measuring correlation,
- understand the concept of Regression,
- learn the difference between t test and Anova.


## Introduction

The goal of statistical data analysis is to understand a complex, real-world phenomenon from partial and uncertain observations. It is important to make the distinction between the mathematical theory underlying statistical data analysis, and the decisions made after conducting an analysis. Where there is a subjective part in the way statistical analysis yields actual human decisions. Understanding the risk and the uncertainty behind statistical results is critical in the decision-making process.1.1

There are many terms that need introduction before we get started with the actual topics. These notions allow us to classify statistical techniques within multiple axes.

Prediction consists of learning from data, and predicting the outcomes of a random process based on a limited number of observations, the term "predictor" can be misleading if it is interpreted as the ability to predict even beyond the limits of the data. Also, the term "explanatory variable" might give an impression of a causal effect in a situation in which inferences should be limited to identifying associations. The terms "independent" and "dependent" variable are less subject to these interpretations as they do not strongly imply cause and effect
Observations are independent realizations of the same random process; each observation is made of one or several variables. Mainly variables are either numbers, or elements belonging to a finite set "finite number of values". The first step in an analysis is to understand what your observations and variables are

Study is univariate if you have one variable. It is Bivariate if there are two variables and multivariate if at least two variables. Univariate methods are typically simpler. That being said, univariate methods may be used on multivariate data, using one dimension at a time. Although interactions between variables cannot be explored in that case, it is often an interesting first approach.

### 7.1 What are Correlation and Regression

Correlation quantifies the degree and direction to which two variables are related. Correlation does not fit a line through the data points. But simply is computing a correlation coefficient that tells how much one variable tends to change when the other one does. When $r$ is 0.0 , there is no relationship. When $r$ is positive, there is a trend that one variable goes up as the 2 other one goes up. When $r$ is negative, there is a trend that one variable goes up as the other one goes down.

With correlation, it doesn't have to think about cause and effect. It doesn't matter which of the two variables is call dependent and which is call independent, if the two variables swapped the degree of correlation coefficient will be the same.

The sign (,+- ) of the correlation coefficient indicates the direction of the association. The magnitude of the correlation coefficient indicates the strength of the association, e.g. A correlation of $r=-0.8$ suggests a strong, negative association (reverse trend) between two variables, whereas a correlation of $\mathrm{r}=0.4$ suggest a weak, positive association. A correlation close to zero suggests no linear association between two continuous variables.

Linear regression finds the best line that predicts dependent variable from independent variable. The decision of which variable calls dependent and which calls independent is an important matter in regression, as it'll get a different best-fit line if you swap the two. The line that best predicts independent variable from dependent variable is not the same as the line that predicts dependent variable from independent variable in spite of both those lines have the same value for R2. Linear regression quantifies goodness of fit with R2, if the same data put into correlation matrix the square of r degree from correlation will equal R2 degree from regression. The sign (+, -) of the regression coefficient indicates the direction of the effect of independent variable(s) into dependent variable, where the degree of the regression coefficient indicates the effect of the each independent variable into dependent variable.

### 7.2 Test of Significance Level

In linguistic, "significant" means important, while in Statistics "significant" means probably true (not due to chance). A research finding may be true without being important. When statisticians say a result is "highly significant" they mean it is very probably true. They do not (necessarily) mean it is highly important.

Significance levels show you how likely a pattern in your data is due to chance. The most common level, used to mean something is good enough to be believed, is " 0.95 ". This means that the finding has a $95 \%$ chance of being true which also means that the finding has a confidence degree $95 \%$ of being true. No statistical package will show you " $95 \%$ " or ". 95 " to indicate this level. Instead it will show you ". 05, ," meaning that the finding has a five percent (.05) chance of not being true "error", which is the converse of a $95 \%$ chance of being true. To find the significance level, subtract the number shown from one. For example, a value of ".01" means that there is a confidence degree $99 \%$ (1-.01=.99) chance of it being true.

In other words the significance level "alpha level" for a given hypothesis test is a value for which a $P$-value "calculated value" less than or equal to is considered statistically significant. Typical value levels for are $0.1,0.05$, and 0.01 . These value levels correspond to the probability of observing such an extreme value by chance. For example, if the P-value is 0.0082 , so the probability of observing such a value by chance is less that 0.01 , and the result is significant at the 0.01 level.

## Correlation Analysis

Correlation is a statistical measure that indicates the extent to which two or more variables fluctuate together. A positive correlation indicates the extent to which those variables increase or decrease in parallel; a negative correlation indicates the extent to which one variable increases as the other decreases.

When the fluctuation of one variable reliably predicts a similar fluctuation in another variable, there's often a tendency to think that means that the change in one causes the change in the other. However, correlation does not imply causation. There may be an unknown factor that influences both variables similarly.

Correlation is a statistical technique that can show whether and how strongly pairs of variables are related. Although this correlation is fairly obvious your data may contain unsuspected correlations. You may also suspect there are correlations, but don't know which are the strongest. An intelligent correlation analysis can lead to a greater understanding of your data
Correlation is Positive or direct when the values increase together, and
Correlation is Negative when one value decreases as the other increases, and so called inverse or contrary correlation.

Task: How Level of signifance is important in statistics?


If the points plotted were all on a straight line we would have perfect correlation, but it could be positive or negative as shown in the diagrams above,
a. Strong positive correlation between $x$ and $y$. The points lie close to a straight line with $y$ increasing as x increases.
b. Weak, positive correlation between x and y . The trend shown is that y increases as x increases but the points are not close to a straight line
c. No correlation between x and y ; the points are distributed randomly on the graph.
d. Weak, negative correlation between $x$ and $y$. The trend shown is that $y$ decreases as $x$ increases but the points do not lie close to a straight line
e. Strong, negative correlation. The points lie close to a straight line, with $y$ decreasing as $x$ increases.

### 7.3 Assumption of Correlation

Employing of correlation rely on some underlying assumptions. The variables are assumed to be independent, assume that they have been randomly selected from the population; the two variables are normal distribution; association of data is homoscedastic (homogeneous), homoscedastic data have the same standard deviation in different groups where data are heteroscedastic have different standard deviations in different groups and assumes that the relationship between the two variables is linear. The correlation coefficient is not satisfactory and difficult to interpret the associations between the variables in case if data have outliers.

An inspection of a scatterplot can give an impression of whether two variables are related and the direction of their relationship. But it alone is not sufficient to determine whether there is an association between two variables. The relationship depicted in the scatterplot needs to be described qualitatively. Descriptive statistics that express the degree of relation between two variables are called correlation coefficients. A commonly employed correlation coefficient are Pearson correlation, Kendall rank correlation and Spearman correlation.
Correlation used to examine the presence of a linear relationship between two variables providing certain assumptions about the data are satisfied. The results of the analysis, however, need to be interpreted with care, particularly when looking for a causal relationship.

### 7.4 Bivariate Correlation

Bivariate correlation is a measure of the relationship between the two variables; it measures the strength and direction of their relationship, the strength can range from absolute value 1 to 0 . The stronger the relationship, the closer the value is to 1 . Direction of The relationship can be positive (direct) or negative (inverse or contrary); correlation generally describes the effect that two or more phenomena occur together and therefore they are linked For example, the positive relationship of .71 can represent positive correlation between the statistics degrees and the science degrees. The student who has high degree in statistics has also high degree in science and vice versa

The Pearson correlation coefficient is given by the following equation:

$$
r=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} \sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}}}
$$

Where $\bar{x}$ is the mean of variable $x$ values, and $\bar{y}$ is the mean of variable $y$ values.

## Types of Correlation



## Methods of studying Correlation



## Scatter Diagram

This is the simplest method of studying correlation between two variables. The two variables x and $y$ are taken on the $X$ and $Y$ axes of a graph paper. Each pair of $x$ and $y$ value we mark a dot and we get as many points as the number of pairs of observation. By looking through the scatter of points, we can form an idea as whether the variables are related or not. If all the plotted points lie on a straight line rising from the lower left hand corner to the upper right hand corner, correlation is said to be perfectly positive. If all the plotted points lie on a straight line falling from the upper left hand corner to the lower right hand corner of the diagram, correlation is said to be perfectly negative. If all the plotted points fall in a narrow line and the points are rising from the lower left hand corner to the upper right hand corner of the diagram, there is degree of positive correlation between variables.

If the plotted points fall in a narrow bank and the points are lying from the upper left hand corner to the right hand corner, there high degree of negative correlation. If the plotted points lie scattered all over the diagram, there is no correlation between the two variables.

## SCATTERPLOTS \& CORRELATION

Correlation - indicates a relationship (connection) between


## Karl Pearson's Co-Efficient of Correlation

The Karl Pearson's product-moment correlation coefficient (or simply, the Pearson's correlation coefficient) is a measure of the strength of a linear association between two variables and is denoted by $r$ or $r x y$ ( $x$ and $y$ being the two variables involved). This method of correlation attempts to draw a line of best fit through the data of two variables, and the value of the Pearson correlation coefficient, $r$, indicates how far away all these data points are to this line of best fit.It is a mathematical method for measuring correlation between two variables and was suggested by Karl Pearson, a British Statistician. It is the most widely used method for measuring correlation. It is defined as:

$$
\begin{gathered}
r=\frac{\text { Covariance }(x, y)}{S \cdot D \cdot(x) S \cdot D \cdot(y)} \\
r=\frac{n \sum x y-\left(\sum x\right)\left(\sum y\right)}{\sqrt{\left[n \sum x^{2}-\left(\sum x\right)^{2}\right]\left[n \sum y^{2}-\left(\sum y\right)^{2}\right]}}
\end{gathered}
$$

## Interpretation of ' $r$ '

The value of the coefficient of correlation will always lie between -1 and +1 ., i.e., $-1 \leq r \leq 1$. When $r$ $=+1$, it means, there is perfect positive correlation between the variables. When $r=-1$, there is perfect negative correlation between the variables. When $r=0$, there is no relationship between the two variables. The coefficient correlation describes not only the magnitude of correlation but also its direction. Thus, +0.8 indicates that correlation is positive because the sign of $r$ is plus and the degree of correlation is high because the numerical value of $r(0.8)$ is close to 1 . If $r=-0.4$, it indicates that there is low degree of negative correlation because the sigh of $r$ is negative e and the numerical value of $r$ is less than 0.5 .

## Assumptions

While calculating the Pearson's Correlation Coefficient, we make the following assumptions - • There is a linear relationship (or any linear component of the relationship) between the two variables • We keep Outliers either to a minimum or remove them entirely

Properties of the Pearson's Correlation Coefficient

1. $r$ lies between -1 and +1 , or $-1 \leq r \leq 1$, or the numerical value of $r$ cannot exceed one (unity
2. The correlation coefficient is independent of the change of origin and scale.
3. Two independent variables are uncorrelated but the converse is not true.

Example 1: calculate correlation coefficient for the following data:

| X | 2 | 4 | 5 | 6 | 8 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Y | 18 | 12 | 10 | 8 | 7 | 5 |

Solution:

| X | Y | $\mathrm{X}^{2}$ | $\mathrm{Y}^{2}$ | XY |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 2 | 18 | 4 | 324 | 36 |
| 4 | 12 | 16 | 144 | 48 |
| 5 | 10 | 25 | 100 | 50 |
| 6 | 8 | 36 | 64 | 48 |
| 8 | 7 | 64 | 49 | 56 |
| 11 | 5 | 121 | 25 | 55 |
| $\sum \mathrm{X}=36$ | $\sum \mathrm{Y}=60$ | $\sum \mathrm{X}^{2}=266$ | $\sum \mathrm{Y}^{2}=706$ | $\sum(\mathrm{XY})=293$ |

```
\(r=6 \times 293-36 \times 60\)
    \(\sqrt{6 \times 266-36^{2} \sqrt{6 \times 706-60}} 0^{2}\)
    \(=1758-2160\)
        \(\sqrt{ } 1590-1296 \sqrt{ } 4236-3600\)
    \(=-402\)
    \(17.32 \times 25.22\)
    \(=-402\)
        436.81
    \(=-0.920\)
```


## (Note: there is high degree of negative correlation)

### 7.5 Spearman's Rank Correlation Coefficient

In 1904, C. Spearman introduced a new method of measuring the correlation between two variables. Instead of taking the values of the variables he considered the ranks (or order) of the observations and calculated Pearson's coefficient of correlation for the ranks. The correlation coefficient so obtained is called rank correlation coefficient. This measure is useful in dealing with qualitative characteristics such as intelligence, beauty, morality, honesty etc. The formula for spearman's rank correlation coefficient is:

$$
r_{s}=1-\frac{6 \sum d^{2}}{n\left(n^{2}-1\right)}
$$

> Where, $r_{s}=$ =spearman renk correiation coefficient
> $D=$ differences in ranks betweer paired items $\left(R_{1}-R_{2}\right)$
> $N=$ mumber of pairs of observations

| Rank in <br> Economics | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Rank in <br> Statistics | 4 | 8 | 2 | 3 | 5 | 7 | 6 | 9 | 10 | 1 |

Solution:

| $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | d | $\mathrm{d}^{2}$ | Steps for solution |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | -3 | 9 |  |
| 2 | 8 | -6 | 36 | $\mathrm{r}=1-\underline{6 \Sigma \mathrm{~d}^{2}}$ |
| 3 | 2 | 1 | 1 | $\mathrm{n}\left(\mathrm{n}^{2}-1\right)$ |
| 4 | 3 | 1 | 1 | $=1-\underline{6(132)}$ |
| 5 | 5 | 0 | 0 | 10(100-1) |
| 6 | 7 | -1 | 1 | $=1-0.8$ |
| 7 | 6 | 1 | 1 | $=0.2$ |
| 8 | 9 | -1 | 1 |  |
| 9 | 10 | -1 | 1 |  |
| 10 | 1 | 9 | 81 | Interpretation: The result indicates that there |
| Total | -- |  | $\sum \mathrm{d}^{2}=132$ | is low positive correlation |

When ranks are not given:

| X | 17 | 13 | 15 | 16 | 6 | 11 | 14 | 9 | 7 | 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Y | 36 | 46 | 35 | 24 | 12 | 18 | 27 | 22 | 2 | 8 |

Solution:

| X | Y | Rank X <br> $\left(R_{I}\right)$  | Rank Y $\left(R_{2}\right)$ | $\begin{gathered} \mathrm{d} \\ \left(R_{1}-R_{2}\right) \end{gathered}$ | $\mathrm{d}^{2}$ | Solving steps |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 17 | 36 | 1 | 2 | -1 | 1 | $\begin{aligned} & r=1-\underline{6 \Sigma d^{2}} \\ & n\left(n^{2}-1\right) \\ &=1-\underline{6(44)} \\ &=10(100-1) \\ &=0.733 \end{aligned}$ |
| 13 | 46 | 5 | 1 | 4 | 16 |  |
| 15 | 35 | 3 | 3 | 0 | 0 |  |
| 16 | 24 | 2 | 5 | -3 | 9 |  |
| 6 | 12 | 10 | 8 | 2 | 4 |  |
| 11 | 18 | 7 | 7 | 0 | 0 |  |
| 14 | 27 | 4 | 4 | 0 | 0 |  |
| 9 | 22 | 8 | 6 | 2 | 4 |  |
| 7 | 2 | 9 | 10 | -1 | 1 |  |
| 12 | 8 | 6 | 9 | -3 | 9 | Note: correlation is highly |
|  |  |  |  |  | 44 |  |

Task: What are basis to decide level of correlation?

### 7.6 Correlation and Regression Analysis Aiding Business Decision Making

Correlation is used to determine the relationship between data sets in business and is widely used in financial analysis and to support decision making. Regression analysis not only refers to the relationship between data sets but also that if one data set changes, it will cause a corresponding change in the other data set. Regression analysis is often used in sales forecasting, product, and service development, predicting future market trends, and other use cases. Correlation and regression analysis aids business leaders in making more impactful predictions based on patterns in data. This technique can help guide business processes, direction, and performance accordingly, resulting in improved management, better customer experience strategies, and optimized operations.

Correlation and regression analysis combinedly paves the way for modern approaches to business success by increasing profitability, reducing the complexity and uncertainty of decision making, and increasing business flexibility in ever-changing and evolving business environments.

## Correlation and Regression and Their Applications

Correlation analysis is a form of statistics that helps to determine the relationship between two variables where a high correlation indicates a strong relationship, and a weak correlation indicates that they are not closely related.
Basic examples of correlation can be seen around us in our daily lives when we say that the demand and price of a commodity are correlated, or the amount of rainfall and crop output of an area are correlated. An important aspect is that when the price of the commodity goes up, and its demand goes down; they are negatively correlated. On the other hand, when the rainfall received in a region is high, and its crop production increases; they are said to be positively correlated. In general, the value of $r$ lies in a range between -1 to 1 ; and we can say that if the value of $r$ is such that:
$1>r>0$, positive correlation exists $r=0$, no correlation exists $-1<r<0$, negative correlation exists
Regression analysis is also used to determine which variables have a specific impact. A dependent variable is the main point you are trying to understand more about, and the independent variable is the elements that might have an effect on the dependent variable.

When you combine correlation and regression analysis, you can better understand how to predict trends to adjust product and services or advertising and marketing campaigns, and then take the best approaches going forward based on your data.

The following demonstrates a few different businesses scenarios in which these analytics techniques provide value:

- Predictive Analytics: Predicting risk and opportunities is one of the most important aspects of correlation and regression analysis used in business today, and is often used by data scientists and business analysts to forecast future outcomes.
- Enhance Decision Making: Business leaders rely on data analytics to aid decision making with greater levels of accuracy and trustworthiness and help to support management in testing hypotheses and developing smarter business strategies.
- Reveal New Business Opportunities: Correlation and regression analysis help to reveal new business opportunities that might not have otherwise been available or that would have gone unnoticed by decision-makers, revealing new insights that can be put to strategic use.
- Reduce Errors and Risk: It's possible to test new theories, strategies, and hypotheses and determine if they will be successful and applicable, which results in fewer errors and reduced risks. This supports evidence-based decision making instead of relying purely on past experience and business intuition.
- Improved Management: Better allocate resources, present new marketing, and advertising opportunities, tailor products, and services, and improve employee productivity finding new opportunities to improve management processes.


### 7.7 Benefits of Correlation and Regression

Correlation and Regression Analysis are forms of statistical analysis and have been traditionally reserved for statisticians and mathematicians.

- Improve Operations: Improves business performance by impacting operational efficiency, such as discovering innovative material substitutions to reduce manufacturing costs.
- Sales Forecasting: Maximize profits by making adjustments to resources and marketing strategies based on forecasted market trends.
- Analyzing Results: Accurately test decision making results to determine how your hypothesis impacts your business.
- Improve Employee Efficiency: Connect employee behaviors to specific software or technology implementations, and drive efficiency improvements.
- Develop New Strategies: Bring to light previously undiscovered relationships between data, such as customer demand increases based on a specific sales event.
- Correct Mistakes: Analyze the findings of your decisions and reveal the exact reasons behind your results.


## Measures of Correlation in Business \& Finance: Uses \& Examples

## Business \& Finance Analysis

As the old saying goes, "correlation is not causation." Even still, correlation can be a useful measure for predicting the future.

If you take a look at the analysis of a publicly traded company, you will quickly find yourself sorting through large amounts of data, much of it associated with unknown acronyms or other business jargon. In fact, the point of having all this data available should be to help us in making informed investment decisions.

The process of making those decisions is often made easier by using standard statistical correlations. Correlations provide us with measurements of the actual relationships between two or more variables. In order to appreciate how these statistical tools can help us in the world of business and finance, we first need to review how the basic correlation process works.

## Correlation Basics

Correlating two different variables is a relatively simple process. Given multiple measurements taken from two variables, a standard correlation coefficient can be derived using the differences between those individual values and their averages. The formula is fairly straightforward, and correlation functions can be found in all basic spreadsheet programs and statistical applications.

Any calculation of a correlation coefficient will fall between the values of -1.0 and 1.0. A value of 0.0 indicates no correlation whatsoever between two variables. This is what we would expect to find if we took two sets of random variables and then calculated their correlation coefficient.

Conversely, the endpoint values of 1.0 and -1.0 are indicative of perfect correlation relationships. A value of 1.0 indicates a perfect positive correlation, with each variable rising and falling in step with the comparison variable. A value of -1.0 indicates a perfect negative correlation, where one variable decreases exactly as much as the other variable increases.

### 7.8 Importance of Correlation in Business Decision Making Process

Four Examples of Common Correlations in Business
This occurs because people frequently treat a correlation as a cause. For example, here are four common business correlations:

- Doing a good job correlates with getting a pay raise.
- Hiring a good sales person correlates with seeing more sales.
- The conscientious personality type correlates with fewer process errors.
- Spending more on research correlates with more innovation.

Yet, in each case, one does not automatically cause the other. Other factors come into play. Some we know. Some we don't. So, simply, the importance of correlation in business decision making processes means better weighing of these factors.
As a contrasting example, take a manufacturing process. It generally accounts for all factors. Few unknown ones exist. That's how it can produce the same product over and over again. Little variation occurs. In other words, doing $X, Y$ and $Z$ to $A, B$ and $C$ cause a specific outcome again and again.
The importance of correlation in business decision making is its ability to quantity factors that wreak havoc on decisions.

A key importance of correlation in business decision making is its help in tackling complexity, volatility, ambiguity and uncertainty that normally come with problems.

Importance Of Correlation in Business Decision Making
The four examples above are quite different from a manufacturing process. There are many unknowns. Many aren't controllable too. As a result, each example yields a range of outcomes as opposed to a single, specific one.
In many ways then, a decision-making process is making use of correlation, if it accounts for unknown or difficult factors that show up as uncertainty, volatility, complexity and ambiguity. These four can wreak havoc on any decision. This does not mean it has to identify the factors causing this. It just means it accounts for them.

## How Correlation Affects Business Decisions

In summary then, the key importance of correlation in business decision making processes is that it protects us from uncertainty, volatility, complexity and ambiguity. It does this by compelling the process to account for these four by means such as these:

Holding resources in reserve and taking small steps against uncertainty
Avoiding instant decisions until volatility shows a more definite trend
Simplifying complexity or finding those who can handle it well
Allowing for flexible responses as ambiguity becomes clearer
In short, seen in this way then, correlation in business decision making processes protects us from what we don't know. Along with probability then, they ensure that we make decisions that properly account for the risk at hand.

## Summary

Correlation is a statistical measure that determines the association or co-relationship between two variables

Correlation coefficients measure the strength of the relationship between two variables. A correlation between variables indicates that as one variable changes in value, the other variable tends to change in a specific direction.
Analysis of variance (ANOVA) is a collection of statistical models and their associated estimation procedures used to analyze the differences among means

A $t$-test is a type of inferential statistic used to determine if there is a significant difference between the means of two groups

## Keywords

- Correlation coefficients are used to measure the strength of the linear relationship between two variables.
- A correlation coefficient greater than zero indicates a positive relationship while a value less than zero signifies a negative relationship.
- A value of zero indicates no relationship between the two variables being compared.
- A negative correlation, or inverse correlation, is a key concept in the creation of diversified portfolios that can better withstand portfolio volatility.
- Calculating the correlation coefficient is time-consuming, so data are often plugged into a calculator, computer, or statistics program to find the coefficient


## SelfAssessment

1. Correlation analysis is a $\qquad$
A. Univar ate analysis
B. Bivariate analysis
C. Multivariate analysis
D. Both b and c
2. If change in one variable results a corresponding change in the other variable, then the variables are
A. Correlated
B. Not correlated
C. Any of the above
D. None of the above
3. When the values of two variables move in the same direction, correlation is said to be
A. Linear
B. Non-linear
C. Positive
D. Negative
4. When the values of two variables move in the opposite directions, correlation is said to be
A. Linear
B. Non-linear
C. Positive
D. Negative
5. When the amount of change in one variable leads to a constant ratio of change in the other variable, then correlation is said to be $\qquad$
A. Linear
B. Non-linear
C. Positive
D. Negative
6. $\qquad$ attempts to determine the degree of relationship between variables.
A. Regression analysis
B. Correlation analysis
C. Inferential analysis
D. None of these
7. Non-linear correlation is also called $\qquad$
A. Non-curvy linear correlation
B. Curvy linear correlation
C. Zero correlation
D. None of these
8. If all the points of a scatter diagram lie on a straight line falling from left upper corner to the right bottom corner, the correlation is called.
A. Zero correlation
B. High degree of positive correlation
C. Perfect negative correlation
D. Perfect positive correlation
9. The variable whose value is influenced or is to be predicted is called
A. Dependent variable.
B. Independent variable
C. Both of these
D. None of these
10. The variable which influences the values or is used for prediction is called
A. Dependent variable.
B. Independent variable
C. Both of these
D. None of these
11. In this equation. $\mathrm{Y}=\beta+\beta \quad \mathrm{X} \ldots \ldots \ldots \ldots . . \mathrm{Y}$ is
A. Dependent variable.
B. Independent variable
C. Both of these
D. None of these
12. In this equation. $Y=\beta+\beta \quad X \ldots \ldots \ldots . . . X$ is
A. Dependent variable.
B. Independent variable
C. Both of these
D. None of these
13. Statistical technique specially designed to test whether the means of more than 2 quantitative populations are equal.
A. Anova
B. Correlation
C. Regression
D. None of these
14. $\qquad$ is a function that allows an analyst to make predictions about one variable based on the information that is known about another one variable.
A. Simple linear regression
B. Multiple linear regression
C. Multilinker
D. None of these
15. $\qquad$ is a function that allows an analyst to make predictions about one variable based on the information of another three variables.
A. Simple linear regression
B. Multiple linear regression
C. Multilinker
D. None of these

## Answers for Self Assessment

| 1. | D | 2. | A | 3. | C | 4. | D | 5. | A |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6. | C | 7. | B | 8. | C | 9. | A | 10. | B |
| 11. | A | 12. | B | 13. | A | 14. | A | 15. | B |

## Review Questions

1. Why Correlation is called as measure of the linear relationship between two quantitative variables?
2. What is correlation and regression with example?
3. What types of Research issue can Correlation analysis answer?
4. Does correlation and dependency mean the same thing? In simple words if two events have correlation of zero, does this convey they are not dependent and vice-versa?
5. Can single outlier decrease or increase the correlation with a big magnitude? Is Pearson coefficient very sensitive to outliers?
6. Does causation imply correlation?
7. How would you explain the difference between correlation and covariance?
8. What is difference between Simple linear Regression and Multiple linear regression?
9. What are different methods to measure correlation and regression?

## [1]

## Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...

Book by Hossein Pishro-Nik


## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objectives

- understand basics of regression analysis,
- learn concepts of simple linear regression,
- define basic terms of Multiple regression,
- to use the independent variables whose values are known to predict the value of the single dependent value.


## Introduction

Regression analysis is a statistical method that helps us to analyse and understand the relationship between two or more variables of interest. The process that is adapted to perform regression analysis helps to understand which factors are important, which factors can be ignored, and how they are influencing each other.

Regression analysis is a statistical tool that attempts to identify correlation between independent variables (one variable or more) and a single dependent variable. That's a lot of terminology! Let's go through the words one by one.

Correlation is the degree to which two things change together. Any two things are correlated, somewhere between -1 and 1 , with 0 meaning there is no correlation at all. Let's take a simple business example. What do you think happens when a company invests another $\$ 10,000$ in advertising? Well, logically, sales would increase. We may do an analysis and see that when we increased advertising by $\$ 10,000$, sales increased by $\$ 30,000$. That would lead us to believe that they are positively correlated - a positive change in one (advertising) leads to a positive change in something else (sales).

If there's positive correlation, there's negative correlation as well. Sometimes this is called inverse correlation. That means that when one independent variable rises, the dependent variable drops. Let's stick with price as our dependent variable - the variable we're trying to predict - and use price as our independent variable, instead of advertising. What do you think happens to sales when we
increase prices? That's right: sales decrease. So, there's an inverse correlation between price and sales: increase price and sales go down.

Let's make sure we understand these two kinds of variables before we move on. In regression analysis, we always have one dependent variable. It's called dependent, so what's it dependent on? That's right: the independent variables. Those could be any number of things as could the dependent variable.

### 8.1 Linear Regression

Linear regression strives to show the relationship between two variables by applying a linear equation to observed data. One variable is supposed to be an independent variable, and the other is to be a dependent variable. For example, the weight of the person is linearly related to his height. Hence this shows a linear relationship between the height and weight of the person. As the height is increased, the weight of the person also gets increased.

It is not necessary that here one variable is dependent on others, or one causes the other, but there is some critical relationship between the two variables. In such cases, we use a scatter plot to imply the strength of the relationship between the variables. If there is no relation or linking between the variables, the scatter plot does not indicate any increasing or decreasing pattern. For such cases, the linear regression design is not beneficial to the given data.
Linear Regression Equation
The measure of the extent of the relationship between two variables is shown by the correlation coefficient. The range of this coefficient lies between -1 to +1 . This coefficient shows the strength of the association of the observed data for two variables.

A linear regression line equation is written in the form of:
$Y=a+b X$
where X is the independent variable and plotted along the x -axis
$Y$ is the dependent variable and plotted along the $y$-axis
The slope of the line is $b$, and $a$ is the intercept (the value of $y$ when $x=0$ ).

## Linear Regression Formula

Linear regression shows the linear relationship between two variables. The equation of linear regression is similar to the slope formula what we have learned before in earlier classes such as linear equations in two variables. It is given by;
$Y=a+b X$
Now, here we need to find the value of the slope of the line, $b$, plotted in scatter plot and the intercept,

$$
\begin{gathered}
a=\frac{\left[\left(\sum \mathrm{y}\right)\left(\sum x^{2}\right)-\left(\sum \mathrm{x}\right)\left(\sum \mathrm{xy}\right)\right]}{\left[\mathrm{n}\left(\sum x^{2}\right)-\left(\sum \mathrm{x}\right)^{2}\right]} \\
b=\frac{\left[n\left(\sum \mathrm{xy}\right)-\left(\sum \mathrm{x}\right)\left(\sum \mathrm{y}\right)\right]}{\left[\mathrm{n}\left(\sum x^{2}\right)-\left(\sum \mathrm{x}^{2}\right)\right]}
\end{gathered}
$$

### 8.2 Simple Linear Regression

The very most straightforward case of a single scalar predictor variable x and a single scalar response variable y is known as simple linear regression. The equation for this regression is represented by;
$y=a+b x$

The expansion to multiple and vector-valued predictor variables is known as multiple linear regression, also known as multivariable linear regression. The equation for this regression is represented by;
$Y=a+b X$
Almost all real-world regression patterns include multiple predictors, and basic explanations of linear regression are often explained in terms of the multiple regression form. Note that, though, in these cases, the dependent variable $y$ is yet a scalar.
Least Square Regression Line or Linear Regression Line
most popular method to fit a regression line in the XY plot is the method of least-squares. This process determines the best-fitting line for the noted data by reducing the sum of the squares of the vertical deviations from each data point to the line. If a point rests on the fitted line accurately, then its perpendicular deviation is 0 . Because the variations are first squared, then added, their positive and negative values will not be cancelled.


Linear regression determines the straight line, called the least-squares regression line or LSRL, that best expresses observations in a bivariate analysis of data set. Suppose $Y$ is a dependent variable, and X is an independent variable, then the population regression line is given by;
$\mathrm{Y}=\mathrm{B}_{0}+\mathrm{B}_{1} \mathrm{X}$
Where
$B_{0}$ is a constant
$B_{1}$ is the regression coefficient
If a random sample of observations is given, then the regression line is expressed by;
$\hat{\mathrm{y}}=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{x}$
where $b_{0}$ is a constant, $b_{1}$ is the regression coefficient, $x$ is the independent variable, and $\hat{y}$ is the predicted value of the dependent variable.

### 8.3 Properties of Linear Regression

For the regression line where the regression parameters b0 and b1 are defined, the properties are given as:

The line reduces the sum of squared differences between observed values and predicted values.
The regression line passes through the mean of X and Y variable values

The regression constant $(\mathrm{b} 0)$ is equal to y -intercept the linear regression
The regression coefficient (b1) is the slope of the regression line which is equal to the average change in the dependent variable $(\mathrm{Y})$ for a unit change in the independent variable $(\mathrm{X})$.

## Regression Coefficient

In the linear regression line, we have seen the equation is given by;
$\mathrm{Y}=\mathrm{B} 0+\mathrm{B} 1 \mathrm{X}$
Where
B0 is a constant
B 1 is the regression coefficient
Now, let us see the formula to find the value of the regression coefficient.

B1 $=\mathrm{b} 1=\Sigma[(\mathrm{xi}-\mathrm{x})(\mathrm{yi}-\mathrm{y})] / \Sigma[(\mathrm{xi}-\mathrm{x}) 2]$
Where xi and yi are the observed data sets.
And $x$ and $y$ are the mean value.

### 8.4 Multiple Regression

In our daily lives, we come across variables, which are related to each other. To study the degree of relationships between these variables, we make use of correlation. To find the nature of the relationship between the variables, we have another measure, which is known as regression. In this, we use correlation and regression to find equations such that we can estimate the value of one variable when the values of other variables are give
Multiple Regression Definition
Multiple regression analysis is a statistical technique that analyzes the relationship between two or more variables and uses the information to estimate the value of the dependent variables. In multiple regression, the objective is to develop a model that describes a dependent variable $y$ to more than one independent variable.

### 8.5 Multiple Regression Formula

In linear regression, there is only one independent and dependent variable involved. But, in the case of multiple regression, there will be a set of independent variables that helps us to explain better or predict the dependent variable $y$.
The multiple regression equation is given by
$y=a+b 1 \times 1+b 2 \times 2+\ldots \ldots+b k x k$
where $\mathrm{x} 1, \mathrm{x} 2, \ldots \mathrm{xk}$ are the k independent variables and y is the dependent variable.
Also, try out: Linear Regression Calculator
Multiple Regression Analysis Definition
Multiple regression analysis permits to control explicitly for many other circumstances that concurrently influence the dependent variable. The objective of regression analysis is to model the relationship between a dependent variable and one or more independent variables. Let k represent the number of variables and denoted by $x 1, x 2, x 3, \ldots \ldots, x k$. Such an equation is useful for the prediction of value for $y$ when the values of $x$ are known.

## Stepwise Multiple Regression

Stepwise regression is a step-by-step process that begins by developing a regression model with a single predictor variable and adds and deletes predictor variable one step at a time. Stepwise multiple regression is the method to determine a regression equation that begins with a single independent variable and add independent variables one by one. The stepwise multiple regression method is also known as the forward selection method because we begin with no independent variables and add one independent variable to the regression equation at each of the iterations.

There is another method called backwards elimination method, which begins with an entire set of variables and eliminates one independent variable at each of the iterations.

Residual: The variations in the dependent variable explained by the regression model are called residual or error variation. It is also known as random error or sometimes just "error". This is a random error due to different sampling methods.

Advantages of Stepwise Multiple Regression
Only independent variables with non zero regression coefficients are included in the regression equation.

The changes in the multiple standard errors of estimate and the coefficient of determination are shown.

The stepwise multiple regression is efficient in finding the regression equation with only significant regression coefficients.
The steps involved in developing the regression equation are clear.
Multivariate Multiple Regression
Mostly, the statistical inference has been kept at the bivariate level. Inferential statistical tests have also been developed for multivariate analyses, which analyses the relation among more than two variables. Commonly used extension of correlation analysis for multivariate inferences is multiple regression analysis. Multiple regression analysis shows the correlation between each set of independent and dependent variables.

### 8.6 Multicollinearity

Multicollinearity is a term reserved to describe the case when the inter-correlation of predictor variables is high.
Signs of Multicollinearity
The high correlation between pairs of predictor variables.
The magnitude or signs of regression coefficients do not make good physical sense.
Non-significant regression coefficients on significant predictors.
The ultimate sensitivity of magnitude or sign of regression coefficients leads to the insertion or deletion of a predictor variable.

### 8.7 Linear Regression Analysis using SPSS Statistics

## Introduction

Linear regression is the next step up after correlation. It is used when we want to predict the value of a variable based on the value of another variable. The variable we want to predict is called the dependent variable (or sometimes, the outcome variable). The variable we are using to predict the other variable's value is called the independent variable (or sometimes, the predictor variable). For example, you could use linear regression to understand whether exam performance can be predicted based on revision time; whether cigarette consumption can be predicted based on smoking duration; and so forth. If you have two or more independent variables, rather than just one, you need to use multiple regression.

This "quick start" guide shows you how to carry out linear regression using SPSS Statistics, as well as interpret and report the results from this test. However, before we introduce you to this procedure, you need to understand the different assumptions that your data must meet in order for linear regression to give you a valid result. We discuss these assumptions next.

## SPSS Statistics

## Assumptions

When you choose to analyse your data using linear regression, part of the process involves checking to make sure that the data you want to analyse can actually be analysed using linear regression. You need to do this because it is only appropriate to use linear regression if your data "passes" six assumptions that are required for linear regression to give you a valid result. In
practice, checking for these six assumptions just adds a little bit more time to your analysis, requiring you to click a few more buttons in SPSS Statistics when performing your analysis, as well as think a little bit more about your data, but it is not a difficult task.

Before we introduce you to these six assumptions, do not be surprised if, when analysing your own data using SPSS Statistics, one or more of these assumptions is violated (i.e., not met). This is not uncommon when working with real-world data rather than textbook examples, which often only show you how to carry out linear regression when everything goes well! However, don't worry. Even when your data fails certain assumptions, there is often a solution to overcome this. First, let's take a look at these six assumptions:

Assumption \#1: Your two variables should be measured at the continuous level (i.e., they are either interval or ratio variables). Examples of continuous variables include revision time (measured in hours), intelligence (measured using IQ score), exam performance (measured from 0 to 100), weight (measured in kg ), and so forth. You can learn more about interval and ratio variables in our article: Types of Variable.
Assumption \#2: There needs to be a linear relationship between the two variables. Whilst there are a number of ways to check whether a linear relationship exists between your two variables, we suggest creating a scatterplot using SPSS Statistics where you can plot the dependent variable against your independent variable and then visually inspect the scatterplot to check for linearity. Your scatterplot may look something like one of the following:


If the relationship displayed in your scatterplot is not linear, you will have to either run a nonlinear regression analysis, perform a polynomial regression or "transform" your data, which you can do using SPSS Statistics. In our enhanced guides, we show you how to: (a) create a scatterplot to check for linearity when carrying out linear regression using SPSS Statistics; (b) interpret different scatterplot results; and (c) transform your data using SPSS Statistics if there is not a linear relationship between your two variables.

Assumption \#3: There should be no significant outliers. An outlier is an observed data point that has a dependent variable value that is very different to the value predicted by the regression equation. As such, an outlier will be a point on a scatterplot that is (vertically) far away from the regression line indicating that it has a large residual, as highlighted below:


The problem with outliers is that they can have a negative effect on the regression analysis (e.g., reduce the fit of the regression equation) that is used to predict the value of the dependent (outcome) variable based on the independent (predictor) variable. This will change the output that SPSS Statistics produces and reduce the predictive accuracy of your results. Fortunately, when
using SPSS Statistics to run a linear regression on your data, you can easily include criteria to help you detect possible outliers. In our enhanced linear regression guide, we: (a) show you how to detect outliers using "casewise diagnostics", which is a simple process when using SPSS Statistics; and (b) discuss some of the options you have in order to deal with outliers.
Assumption \#4: You should have independence of observations, which you can easily check using the Durbin-Watson statistic, which is a simple test to run using SPSS Statistics. We explain how to interpret the result of the Durbin-Watson statistic in our enhanced linear regression guide.
Assumption \#5: Your data needs to show homoscedasticity, which is where the variances along the line of best fit remain similar as you move along the line. Whilst we explain more about what this means and how to assess the homoscedasticity of your data in our enhanced linear regression guide, take a look at the three scatterplots below, which provide three simple examples: two of data that fail the assumption (called heteroscedasticity) and one of data that meets this assumption (called homoscedasticity):

Heteroscedasticity


Heteroscedasticity


Homoscedasticity


You can check assumptions \#2, \#3, \#4, \#5 and \#6 using SPSS Statistics. Assumptions \#2 should be checked first, before moving onto assumptions \#3, \#4, \#5 and \#6. We suggest testing the assumptions in this order because assumptions \#3, \#4, \#5 and \#6 require you to run the linear regression procedure in SPSS Statistics first, so it is easier to deal with these after checking assumption \#2. Just remember that if you do not run the statistical tests on these assumptions correctly, the results you get when running a linear regression might not be valid.

## Test Procedure in SPSS Statistics

Click Analyze > Regression > Linear... on the top menu, as shown below:


You will be presented with the Linear Regression dialogue box:


Transfer the independent variable, Income, into the Independent(s): box and the dependent variable, Price, into the Dependent: box. You can do this by either drag-and-dropping the variables or by using the appropriate Right arrow buttons. You will end up with the following screen:


5 Uses of Regression Analysis in Business:

1. Predictive Analytics:

Predictive analytics i.e. forecasting future opportunities and risks is the most prominent application of regression analysis in business. Demand analysis, for instance, predicts the number of items which a consumer will probably purchase. However, demand is not the only dependent variable when it comes to business. RA can go far beyond forecasting impact on direct revenue. For
example, we can forecast the number of shoppers who will pass in front of a particular billboard and use that data to estimate the maximum to bid for an advertisement. Insurance companies heavily rely on regression analysis to estimate the credit standing of policyholders and a possible number of claims in a given time period. Data Science understanding is key for predictive analytics.

## 2. Operation Efficiency:

Regression models can also be used to optimize business processes. A factory manager, for example, can create a statistical model to understand the impact of oven temperature on the shelf life of the cookies baked in those ovens. In a call center, we can analyze the relationship between wait times of callers and number of complaints. Data-driven decision making eliminates guesswork, hypothesis and corporate politics from decision making. This improves the business performance by highlighting the areas that have the maximum impact on the operational efficiency and revenues.

## 3. Supporting Decisions:

Businesses today are overloaded with data on finances, operations and customer purchases. Increasingly, executives are now leaning on data analytics to make informed business decisions that have statistical significance, thus eliminating the intuition and gut feel. RA can bring a scientific angle to the management of any businesses. By reducing the tremendous amount of raw data into actionable information, regression analysis leads the way to smarter and more accurate decisions. This does not mean that RA is an end to managers creative thinking. This technique acts as a perfect tool to test a hypothesis before diving into execution.

## 4. Correcting Errors:

Regression is not only great for lending empirical support to management decisions but also for identifying errors in judgment. For example, a retail store manager may believe that extending shopping hours will greatly increase sales. RA, however, may indicate that the increase in revenue might not be sufficient to support the rise in operating expenses due to longer working hours (such as additional employee labor charges). Hence, this analysis can provide quantitative support for decisions and prevent mistakes due to manager's intuitions.

## 5. New Insights:

Over time businesses have gathered a large volume of unorganized data that has the potential to yield valuable insights. However, this data is useless without proper analysis. RA techniques can find a relationship between different variables by uncovering patterns that were previously unnoticed. For example, analysis of data from point of sales systems and purchase accounts may highlight market patterns like increase in demand on certain days of the week or at certain times of the year. You can maintain optimal stock and personnel before a spike in demand arises by acknowledging these insights.

## Summary

- Outliers

Suppose there is an observation in the dataset that has a very high or very low value as compared to the other observations in the data, i.e. it does not belong to the population, such an observation is called an outlier. In simple words, it is an extreme value. An outlier is a problem because many times it hampers the results we get.

- Multicollinearity

When the independent variables are highly correlated to each other, then the variables are said to be multicollinear. Many types of regression techniques assume multicollinearity should not be present in the dataset. It is because it causes problems in ranking variables based on its importance, or it makes the job difficult in selecting the most important independent variable.

- Heteroscedasticity

When the variation between the target variable and the independent variable is not constant, it is called heteroscedasticity. Example-As one's income increases, the variability
of food consumption will increase. A poorer person will spend a rather constant amount by always eating inexpensive food; a wealthier person may occasionally buy inexpensive food and at other times, eat expensive meals. Those with higher incomes display a greater variability of food consumption.

- Underfit and Overfit

When we use unnecessary explanatory variables, it might lead to overfitting. Overfitting means that our algorithm works well on the training set but is unable to perform better on the test sets. It is also known as a problem of high variance.

## Keywords

- Regression is a statistical method used in finance, investing, and other disciplines that attempts to determine the strength and character of the relationship between one dependent variable (usually denoted by Y ) and a series of other variables (known as independent variables).
- The two basic types of regression are simple linear regression and multiple linear regression, although there are non-linear regression methods for more complicated data and analysis. Simple linear regression uses one independent variable to explain or predict the outcome of the dependent variable Y , while multiple linear regression uses two or more independent variables to predict the outcome.
- Dependent Variable: This is the variable that we are trying to understand or forecast.
- Independent Variable: These are factors that influence the analysis or target variable and provide us with information regarding the relationship of the variables with the target variable
- In regression, we normally have one dependent variable and one or more independent variables. Here we try to "regress" the value of dependent variable " Y " with the help of the independent variables. In other words, we are trying to understand, how does the value of ' $Y$ ' change w.r.t change in ' $X$ '.


## Self Assessment

1. The process of constructing a mathematical model or function that can be used to predict or determine one variable by another variable is called
A. regression
B. correlation
C. residual
D. outlier plot
2. In the regression equation $Y=21-3 X$, the slope is
A. 21
B. -21
C. 3
D. -3
3. In the regression equation $Y=75.65+0.50 \mathrm{X}$, the intercept is
A. 0.50
B. 75.65
C. 1.00
D. indeterminable
4. The difference between the actual Y value and the predicted Y value found using a regression equation is called the
A. slope
B. residual
C. outlier
D. scatter plot
5. The total of the squared residuals is called the
A. coefficient of determination
B. sum of squares of error
C. standard error of the estimate
D. r-squared
6. In regression analysis, $\mathrm{R}^{2}$ is also called the
A. residual
B. coefficient of correlation
C. coefficient of determination
D. standard error of the estimate
7. The coefficient of determination must be
A. between -1 and +1
B. between -1 and 0
C. between 0 and 1
D. equal to $\operatorname{SSE} /(\mathrm{n}-2)$
8. For a data set the regression equation is $Y=21-3 X$. The correlation coefficient for this data
A. must be 0
B. is negative
C. must be 1
D. is positive
9. The coefficient of correlation for a problem was calculated to be 0.36 . The coefficient of determination for this would be
A. 0.6
B. either -.6 or +.6
C. 0.13
D. 0.36
10. If $X$ and $Y$ in a regression model are totally unrelated,
A. the correlation coefficient would be -1
B. the coefficient of determination would be 0
C. the coefficient of determination would be 1
D. the SSE would be 0

The following data is to be used to construct a regression model:
X 57415129
Y 8912261613
11. The value of the intercept is
A. 1.36
B. 2.16
C. 0.68
D. 0.57
12. The value of the slope is for the data above is
A. 1.36
B. 2.16
C. 0.68
D. 0.57
13. Which of the following statements is true about the regression line?
A. A regression line is also known as the line of the average relationship
B. A regression line is also known as the estimating equation
C. A regression line is also known as the prediction equation
D. All of the above
14. Which of the following statements is true about the correlational analysis between two sets of data?
A. The correlational analysis between two sets of data is known as a simple correlation
B. The correlational analysis between two sets of data is known as multiple correlation
C. The correlational analysis between two sets of data is known as partial correlation
D. None of the above
15. The original hypothesis is known as $\qquad$ .
A. Alternate hypothesis
B. Null hypothesis
C. Both a and b are incorrect
D. Both $a$ and $b$ are correct

## Answer for Self Assessment

1. A
2. D
3. $B$
4. B
5. B
6. C
7. C
8. B
9. C
10. B
11. B
12. A
13. D
14. A
15. B

## Review Questions

1. Explain the linear regression algorithm in detail.
2. What are the assumptions of linear regression regarding residuals?
3. What is the coefficient of correlation and the coefficient of determination?
4. What is Pearson's R?
5. What is Multicollinearity and How can it Impact the Model?
6. What are the Limitations of Linear Regression?
7. Is multiple regression better than simple regression?
8. What is the advantage of using multiple regression instead of simple linear regression?
9. What is the goal of linear regression?

## [D] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by HosseinPishro-Nik
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## Objectives

- Understand basics of ANOVA (Analysis of variance).
- Learn concepts of statistical significance.
- Define basic terms of variables.
- Understand concept of hypothesis.


## Introduction

Analysis of variance (ANOVA) is an analysis tool used in statistics that splits an observed aggregate variability found inside a data set into two parts: systematic factors and random factors. The systematic factors have a statistical influence on the given data set, while the random factors do not. Analysts use the ANOVA test to determine the influence that independent variables have on the dependent variable in a regression study. The ANOVA test allows a comparison of more than two groups at the same time to determine whether a relationship exists between them. The result of the ANOVA formula, the F statistic (also called the F-ratio), allows for the analysis of multiple groups of data to determine the variability between samples and within samples.

### 9.1 What is Analysis of Variance (ANOVA)?

Analysis of Variance (ANOVA) is a statistical formula used to compare variances across the means (or average) of different groups. A range of scenarios use it to determine if there is any difference between the means of different groups.


For example, to study the effectiveness of different diabetes medications, scientists design and experiment to explore the relationship between the type of medicine and the resulting blood sugar level. The sample population is a set of people. We divide the sample population into multiple groups, and each group receives a particular medicine for a trial period. At the end of the trial period, blood sugar levels are measured for each of the individual participants. Then for each group, the mean blood sugar level is calculated. ANOVA helps to compare these group means to find out if they are statistically different or if they are similar.
The outcome of ANOVA is the ' $F$ statistic'. This ratio shows the difference between the within group variance and the between group variance, which ultimately produces a figure which allows a conclusion that the null hypothesis is supported or rejected. If there is a significant difference between the groups, the null hypothesis is not supported, and the F-ratio will be larger.

### 9.2 ANOVA Terminology

Dependent variable: This is the item being measured that is theorized to be affected by the independent variables.

Independent variable/s: These are the items being measured that may have an effect on the dependent variable.
A null hypothesis (H0): This is when there is no difference between the groups or means. Depending on the result of the ANOVA test, the null hypothesis will either be accepted or rejected.

An alternative hypothesis (H1): When it is theorized that there is a difference between groups and means.

Factors and levels: In ANOVA terminology, an independent variable is called a factor which affects the dependent variable. Level denotes the different values of the independent variable that are used in an experiment.

Fixed-factor model: Some experiments use only a discrete set of levels for factors. For example, a fixed-factor test would be testing three different dosages of a drug and not looking at any other dosages.

Random-factor model: This model draws a random value of level from all the possible values of the independent variable.
What is the Difference Between One Factor and Two Factor ANOVA?
There are two types of ANOVA.

## One-Way ANOVA

The one-way analysis of variance is also known as single-factor ANOVA or simple ANOVA. As the name suggests, the one-way ANOVA is suitable for experiments with only one independent variable (factor) with two or more levels. For instance, a dependent variable may be what month of the year there are more flowers in the garden. There will be twelve levels. A one-way ANOVA assumes:

Independence: The value of the dependent variable for one observation is independent of the value of any other observations.

Normalcy: The value of the dependent variable is normally distributed

Variance: The variance is comparable in different experiment groups.
Continuous: The dependent variable (number of flowers) is continuous and can be measured on a scale which can be subdivided.

## Full Factorial ANOVA (also called two-way ANOVA)

Full Factorial ANOVA is used when there are two or more independent variables. Each of these factors can have multiple levels. Full-factorial ANOVA can only be used in the case of a full factorial experiment, where there is use of every possible permutation of factors and their levels. This might be the month of the year when there are more flowers in the garden, and then the number of sunshine hours. This two-way ANOVA not only measures the independent vs the independent variable, but if the two factors affect each other.
A two-way ANOVA assumes:
Continuous: The same as a one-way ANOVA, the dependent variable should be continuous.
Independence: Each sample is independent of other samples, with no crossover.
Variance: The variance in data across the different groups is the same.
Normalcy: The samples are representative of a normal population.
Categories: The independent variables should be in separate categories or groups.

## Why Does ANOVA work?

Some people question the need for ANOVA; after all, mean values can be assessed just by looking at them. But ANOVA does more than only comparing means.

Even though the mean values of various groups appear to be different, this could be due to a sampling error rather than the effect of the independent variable on the dependent variable. If it is due to sampling error, the difference between the group means is meaningless. ANOVA helps to find out if the difference in the mean values is statistically significant.

ANOVA also indirectly reveals if an independent variable is influencing the dependent variable. For example, in the above blood sugar level experiment, suppose ANOVA finds that group means are not statistically significant, and the difference between group means is only due to sampling error. This result infers that the type of medication (independent variable) is not a significant factor that influences the blood sugar level.

### 9.3 Limitations of ANOVA

ANOVA can only tell if there is a significant difference between the means of at least two groups, but it can't explain which pair differs in their means. If there is a requirement for granular data, deploying further follow up statistical processes will assist in finding out which groups differ in mean value. Typically, ANOVA is used in combination with other statistical methods.

ANOVA also makes assumptions that the dataset is uniformly distributed, as it compares means only. If the data is not distributed across a normal curve and there are outliers, then ANOVA is not the right process to interpret the data.
Similarly, ANOVA assumes the standard deviations are the same or similar across groups. If there is a big difference in standard deviations, the conclusion of the test may be inaccurate.

How is ANOVA Used in Data Science?
One of the biggest challenges in machine learning is the selection of the most reliable and useful features that are used in order to train a model. ANOVA helps in selecting the best features to train a model. ANOVA minimizes the number of input variables to reduce the complexity of the model. ANOVA helps to determine if an independent variable is influencing a target variable.
An example of ANOVA use in data science is in email spam detection. Because of the massive number of emails and email features, it has become very difficult and resource-intensive to identify and reject all spam emails. ANOVA and f-tests are deployed to identify features that were important to correctly identify which emails were spam and which were not.

Questions That ANOVA Helps to Answer

Even though ANOVA involves complex statistical steps, it is a beneficial technique for businesses via use of AI. Organizations use ANOVA to make decisions about which alternative to choose among many possible options. For example, ANOVA can help to:

Compare the yield of two different wheat varieties under three different fertilizer brands.
Compare the effectiveness of various social media advertisements on the sales of a particular product.

Compare the effectiveness of different lubricants in different types of vehicles

### 9.4 One-Way ANOVA Test?

One-way ANOVA test is defined as statistical hypothesis test to determine the equality of means from several groups. The reason why we need one-way ANOVA test is that when we have more than two groups, t -test cannot be used. Let's say we want to compare the average height of an individual in different countries or regions (for example: UK, US and Japan). In this case, an oneway ANOVA test can be used as it allows us to determine if there is a significant difference between the average heights of men above 20 years of age in different countries or regions. Once the difference between different groups is found to be significant, you can perform further analysis to explore the source of this difference. The hypothesis test is done as a measure of F-statistics. Oneway ANOVA test is also termed as single-factor ANOVA test as the means are compared across different groups based on single common factor. For example, in the example relating to comparing heights of men across different countries such as US, UK and India, the single factor is country. The following is how the sample data look like with single factor as country. The hypothesis that needs to be tested is that there is no significant difference between the mean heights of men above 20 years of age across three different countries such as US, UK and India.

One-way Anova test sample data
Heights of men above $\mathbf{2 0}$ years of age

| Country (US) | Country (UK) | Country (India) |
| :---: | :---: | :---: |
| 180 | 185 | 170 |
| 183 | 181 | 183 |
| 172 | 180 | 180 |
| 178 | 179 | 175 |
| 169 | 164 | 181 |
| 179 | 173 | 183 |
| 178 | 180 | 176 |
| 180 | 178 | 167 |

F-statistics is defined as a ratio of mean sum of squares between the groups (MSB) to the mean sum of squares within groups (MSW). The formula for F-statistics would look like the following:
F = MSB / MSW
Mean sum of squares between the group (MSB) can be calculated as the following:
MSB = Sum of squares between the group (SSB) / DFb
WhereDFb $=$ degrees of freedom $=\mathrm{K}-1$ where K is the number of group, and,
Sum of squares between the group (SSB) can be calculated as the following:
$\mathrm{SSB}=\Sigma(\mathrm{Xi}-\mathrm{Xt})^{2}$ where $\mathrm{Xi}_{\mathrm{i}}$ is mean of group i and $\mathrm{Xt}_{\mathrm{t}}$ is mean of all the observations.
Mean sum of squares within the group (MSB) can be calculated as the following:
MSW = Sum of squares within the group (SSW) / DFw

WhereDFw $=$ degrees of freedom $=\mathrm{N}-\mathrm{K}$ where K is the number of group, and N is total number of observations in all the group

Sum of squares within the group (SSW) can be calculated as the following:
SSW $=\Sigma\left(\mathrm{Xij}_{\mathrm{ij}}-\mathrm{Xi}_{\mathrm{j}}\right)^{2}$ where $\mathrm{Xij}_{\mathrm{ij}}$ is the observation of each groupj.
The above information can be put together in what can be called as ANOVA table that looks like the following:

## One-way Analysis of Variance



### 9.5 Steps for performing one-way ANOVA test

The following represents the steps of performing one-way ANOVA test with two or more groups:

- Assume to test the equality of population means: The normality assumption and equal variance assumption
- Formulate the null hypothesis that there is no difference between the means of different groups or population
- Formulate the alternate hypothesis that there is a significant difference between the means of two or more groups
- Calculate the sum of squares between the groups (SSB) for each group, and the degrees of freedom (dfb)
- Based on the above, calculate the mean sum of squares between the groups (MSB) as MSB $=$ SSB / dfb
- Calculate the sum of squares within the groups (SSW) for each group, and the degrees of freedom (dfw)
- Based on the above, calculate the mean sum of squares within the groups (MSW) as MSW = SSW / dfw

Calculate the F-statistics as MSB/MSW
Use F-table to find the critical value of F at a particular level of significance (such as 0.05) and degrees of freedom as dfb (numerator) and dfw (denominator)

## Real-world examples of One-way ANOVA test

The following represents a few real-world examples where an one-way ANOVA test can be used:

- Evaluation of academic performance of students from different schools
- Assessment of customer satisfaction between two or more products
- Determining difference in quality of service among different branches of a company
- Comparing the average weight of individuals living in different countries or regions.


## Two-way ANOVA in SPSS Statistics

The two-way ANOVA compares the mean differences between groups that have been split on two independent variables (called factors). The primary purpose of a two-way ANOVA is to understand if there is an interaction between the two independent variables on the dependent variable. For example, you could use a two-way ANOVA to understand whether there is an interaction between gender and educational level on test anxiety amongst university students, where gender (males/females) and education level (undergraduate/postgraduate) are your independent variables, and test anxiety is your dependent variable. Alternately, you may want to determine whether there is an interaction between physical activity level and gender on blood cholesterol concentration in children, where physical activity (low/moderate/high) and gender (male/female) are your independent variables, and cholesterol concentration is your dependent variable.

The interaction term in a two-way ANOVA informs you whether the effect of one of your independent variables on the dependent variable is the same for all values of your other independent variable (and vice versa). For example, is the effect of gender (male/female) on test anxiety influenced by educational level (undergraduate/postgraduate)?

### 9.6 SPSS Statistics

## Assumptions

When you choose to analyze your data using a two-way ANOVA, part of the process involves checking to make sure that the data you want to analyze can actually be analyzed using a two-way ANOVA. You need to do this because it is only appropriate to use a two-way ANOVA if your data "passes" six assumptions that are required for a two-way ANOVA to give you a valid result. In practice, checking for these six assumptions means that you have a few more procedures to run through in SPSS Statistics when performing your analysis, as well as spend a little bit more time thinking about your data, but it is not a difficult task

Before we introduce you to these six assumptions, do not be surprised if, when analyzing your own data using SPSS Statistics, one or more of these assumptions is violated (i.e., is not met). This is not uncommon when working with real-world data rather than textbook examples, which often only show you how to carry out a two-way ANOVA when everything goes well! However, don't worry. Even when your data fails certain assumptions, there is often a solution to overcome this. First, let's take a look at these six assumptions:

Assumption \#1: Your dependent variable should be measured at the continuous level (i.e., they are interval or ratio variables). Examples of continuous variables include revision time (measured in hours), intelligence (measured using IQ score), exam performance (measured from 0 to 100), weight (measured in kg ), and so forth. You can learn more about interval and ratio variables in our article: Types of Variables.

Assumption \#2: Your two independent variables should each consist of two or more categorical, independent groups. Example independent variables that meet this criterion include gender (2 groups: male or female), ethnicity (3 groups: Caucasian, African American and Hispanic), profession (5 groups: surgeon, doctor, nurse, dentist, therapist), and so forth.

Assumption \#3: You should have independence of observations, which means that there is no relationship between the observations in each group or between the groups themselves. For example, there must be different participants in each group with no participant being in more than one group. This is more of a study design issue than something you would test for, but it is an important assumption of the two-way ANOVA. If your study fails this assumption, you will need to use another statistical test instead of the two-way ANOVA (e.g., a repeated measure design). If you are unsure whether your study meets this assumption, you can use our Statistical Test Selector, which is part of our enhanced guides.

Assumption \#4: There should be no significant outliers. Outliers are data points within your data that do not follow the usual pattern (e.g., in a study of 100 students' IQ scores, where the mean score was 108 with only a small variation between students, one student had a score of 156 , which is very unusual, and may even put her in the top $1 \%$ of IQ scores globally). The problem with
outliers is that they can have a negative effect on the two-way ANOVA, reducing the accuracy of your results. Fortunately, when using SPSS Statistics to run a two-way ANOVA on your data, you can easily detect possible outliers. In our enhanced two-way ANOVA guide, we: (a) show you how to detect outliers using SPSS Statistics; and (b) discuss some of the options you have in order to deal with outliers.

Assumption \#5: Your dependent variable should be approximately normally distributed for each combination of the groups of the two independent variables. Whilst this sounds a little tricky, it is easily tested for using SPSS Statistics. Also, when we talk about the two-way ANOVA only requiring approximately normal data, this is because it is quite "robust" to violations of normality, meaning the assumption can be a little violated and still provide valid results. You can test for normality using the Shapiro-Wilk test for normality, which is easily tested for using SPSS Statistics. In addition to showing, you how to do this in our enhanced two-way ANOVA guide, we also explain what you can do if your data fails this assumption (i.e., if it fails it more than a little bit).

Assumption \#6: There needs to be homogeneity of variances for each combination of the groups of the two independent variables. Again, whilst this sounds a little tricky, you can easily test this assumption in SPSS Statistics using Levene's test for homogeneity of variances. In our enhanced two-way ANOVA guide, we (a) show you how to perform Levene's test for homogeneity of variances in SPSS Statistics, (b) explain some of the things you will need to consider when interpreting your data, and (c) present possible ways to continue with your analysis if your data fails to meet this assumption.

## Setup in SPSS Statistics

Click Analyze > Compare Means > One-Way ANOVA... on the top menu, as shown below.


You will be presented with the One-Way ANOVA dialogue box:


3 Transfer the dependent variable, Time, into the Dependent List: box and the independent variable, Course, into the Factor: box using the appropriate Right arrow buttons (or drag-and-drop the variables into the boxes), as shown below:


Click on the Post hoc button. Tick the Tukey checkbox as shown below:


### 9.7 SPSS Statistics

## Descriptive Table

The descriptive table (see below) provides some very useful descriptive statistics, including the mean, standard deviation and $95 \%$ confidence intervals for the dependent variable (Time) for each separate group (Beginners, Intermediate and Advanced), as well as when all groups are combined (Total). These figures are useful when you need to describe your data.

| Descriptives |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 95\% Confide M | e Interval for |  |  |
|  | N | Mean | Std. Deviation | Std. Error | Lower Bound | Upper Bound | Minimum | Maximum |
| Beginner | 10 | 27.2000 | 3.04777 | . 96379 | 25.0198 | 29.3802 | 22.00 | 33.00 |
| Intermediate | 10 | 23.6000 | 3.30656 | 1.04563 | 21.2346 | 25.9654 | 18.00 | 29.00 |
| Advanced | 10 | 23.4000 | 3.23866 | 1.02415 | 21.0832 | 25.7168 | 18.00 | 29.00 |
| Total | 30 | 24.7333 | 3.56161 | . 65026 | 23.4034 | 26.0633 | 18.00 | 33.00 |

## SPSS Statistics

## ANOVA Table

This is the table that shows the output of the ANOVA analysis and whether there is a statistically significant difference between our group means. We can see that the significance value is 0.021 (i.e., $p=.021$ ), which is below 0.05 . And, therefore, there is a statistically significant difference in the mean length of time to complete the spreadsheet problem between the different courses taken. This is great to know, but we do not know which of the specific groups differed. Luckily, we can find this out in the Multiple Comparisons table which contains the results of the Tukey post hoc test.

## ANOVA

Time

|  | Sum of <br> Squares | df | Mean Square | F | Sig. |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Between Groups | 91.467 | 2 | 45.733 | 4.467 | .021 |
| Within Groups | 276.400 | 27 | 10.237 |  |  |
| Total | 367.867 | 29 |  |  |  |

## ANOVA Example \#1

A large-scale farm is interested in understanding which of three different fertilizers leads to the highest crop yield. They sprinkle each fertilizer on ten different fields and measure the total yield at the end of the growing season. To understand whether there is a statistically significant difference in the mean yield that results from these three fertilizers, researchers can conduct a one-way ANOVA, using "type of fertilizer" as the factor and "crop yield" as the response.

If the overall p -value of the ANOVA is lower than our significance level (typically chosen to be $0.10,0.05,0.01$ ) then we can conclude that there is a statistically significant difference in mean crop yield between the three fertilizers. We can then conduct post hoc tests to determine exactly which fertilizer lead to the highest mean yield.

## ANOVA Example \#2

Medical researchers want to know if four different medications lead to different mean blood pressure reductions in patients. They randomly assign 20 patients to use each medication for one month, then measure the blood pressure both before and after the patient started using the medication to find the mean blood pressure reduction for each medication.

To understand whether there is a statistically significant difference in the mean blood pressure reduction that results from these medications, researchers can conduct a one-way ANOVA, using "type of medication" as the factor and "blood pressure reduction" as the response. If the overall pvalue of the ANOVA is lower than our significance level, then we can conclude that there is a statistically significant difference in mean blood pressure reduction between the four medications. We can then conduct post hoc tests to determine exactly which medications lead to significantly different results.

## ANOVA Example \#3

A grocery chain wants to know if three different types of advertisements affect mean sales differently. They use each type of advertisement at 10 different stores for one month and measure total sales for each store at the end of the month

To see if there is a statistically significant difference in mean sales between these three types of advertisements, researchers can conduct a one-way ANOVA, using "type of advertisement" as the factor and "sales" as the response variable.

If the overall p-value of the ANOVA is lower than our significance level, then we can conclude that there is a statistically significant difference in mean sales between the three types of advertisements. We can then conduct post hoc tests to determine exactly which types of advertisements lead to significantly different results.

## ANOVA Example \#4

Biologists want to know how different levels of sunlight exposure (no sunlight, low sunlight, medium sunlight, high sunlight) and watering frequency (daily, weekly) impact the growth of a certain plant. In this case, two factors are involved (level of sunlight exposure and water frequency), so they will conduct a two-way ANOVA to see if either factor significantly impacts plant growth and whether or not the two factors are related to each other.
The results of the ANOVA will tell us whether each individual factor has a significant effect on plant growth. Using this information, the biologists can better understand which level of sunlight exposure and/or watering frequency leads to optimal growth.

ANOVA is used in a wide variety of real-life situations, but the most common include:

Retail: Store are often interested in understanding whether different types of promotions, store layouts, advertisement tactics, etc. lead to different sales. This is the exact type of analysis that ANOVA is built for.

Medical: Researchers are often interested in whether or not different medications affect patients differently, which is why they often use one-way or two-way ANOVAs in these situations.

Environmental Sciences: Researchers are often interested in understanding how different levels of factors affect plants and wildlife. Because of the nature of these types of analyses, ANOVAs are often used.

## Summary

Analysis of Variance (ANOVA) is a statistical formula used to compare variances across the means (or average) of different groups.

Like the t-test, ANOVA helps you find out whether the differences between groups of data are statistically significant. It works by analyzing the levels of variance within the groups through samples taken from each of them.

ANOVA tells you if the dependent variable changes according to the level of the independent variable. For example: Your independent variable is social media use, and you assign groups to low, medium, and high levels of social media use to find out if there is a difference in hours of sleep per night.

## Keywords

Analysis of Variances (ANOVA) Analysis of variances (ANOVA) is a statistical examination of the differences between all of the variables used in an experiment.

Disadvantages. It is difficult to analyze ANOVA under strict assumptions regarding the nature of data. It is not so helpful in comparison with the $t$-test that there is no special interpretation of the significance of two means. The requirement of the post-ANOVA $t$-test for further testing.

You would use ANOVA to help you understand how your different groups respond, with a null hypothesis for the test that the means of the different groups are equal. If there is a statistically significant result, then it means that the two populations are unequal (or different).

Two-way ANOVA is used to compare two or more factors (i.e., Check the effect of two independent variables on a single dependent variable.) Both types of ANOVA have a single continuous response variable.

## Self Assessment

1. Analysis of variance is a statistical method of comparing the $\qquad$ of several populations.
A. standard deviations
B. variances
C. means
D. proportions
2. The $\qquad$ sum of squares measures the variability of the observed values around their respectivetreatment means.
A. treatment
B. error
C. interaction
D. total
3. In one-way ANOVA, which of the following is used within the F-ratio as a measurement of thevariance of individual observations?
A. SSTR
B. MSTR
C. SSE
D. MSE
E. none of the above
4. A statement made about a population for testing purpose is called?
A. Statistic
B. Hypothesis
C. Level of Significance
D. Test-Statistic
5. If the null hypothesis is false then which of the following is accepted?
A. Null Hypothesis
B. Positive Hypothesis
C. Negative Hypothesis
D. Alternative Hypothesis.
6. The rejection probability of Null Hypothesis when it is true is called as?
A. Level of Confidence
B. Level of Significance
C. Level of Margin
D. Level of Rejection
7. The point where the Null Hypothesis gets rejected is called as?
A. Significant Value
B. Rejection Value
C. Acceptance Value
D. Critical Value
8. The mean of the $\mathrm{f}-$ distribution is equal to $\qquad$
A. $\mathrm{v} 2 /(\mathrm{v} 2-2)$ for $\mathrm{v} 2>2$
B. $\mathrm{v} 2 /(\mathrm{v} 2-2) 2$ for $\mathrm{v} 2>2$
C. $\mathrm{v} 2 /(\mathrm{v} 2-2) 3$ for $\mathrm{v} 2>2$
D. $\mathrm{v} 2 /(\mathrm{v} 2-2)-1$ for $\mathrm{v} 2>2$
9. $\qquad$ is a statistical formula used to compare variances across the means (or average) of more than two groups groups.
A. Analysis of Variance (ANOVA)
B. T test
C. Z test
D. F test
10. The student's $\qquad$ is used to compare the means between two groups
A. Analysis of Variance (ANOVA)
B. T test
C. Z test
D. F test
11. The $\qquad$ is the variable that is being measured or tested in an experiment.
A. Dependent variable
B. Independent variable
C. Normal variable
D. None of these
12. A $\qquad$ is the cause while a dependent variable is the effect in a causal research study.
A. Dependent variable
B. Independent variable
C. Normal variable
D. None of these
13. The rejection probability of Null Hypothesis when it is true is called as?
A. Level of Confidence
B. Level of Significance
C. Level of Margin
D. Level of Rejection
14. Consider a hypothesis H 0 where $\phi 0=5$ against H 1 where $\phi 1>5$. The test is?
A. Right tailed
B. Left tailed
C. Center tailed
D. Cross tailed
15. Consider a hypothesis where H 0 where $\phi 0=23$ against H 1 where $\phi 1<23$. The test is?
A. Right tailed
B. Left tailed
C. Center tailed
D. Cross tailed

## Answers for Self Assessment

1. C
2. B
3. C
4. B
5. D
6. B
7. A
8. A
9. A
10. B
11. A
12. B
13. $B$
14. A
15. B

## Review Questions

- What is ANOVA testing used for?
- What is ANOVA explain with example?
- What is the difference between F-test and one-way Anova?
- Explain two main types of ANOVA: one-way (or unidirectional) and two-way?
- Why hypothesis is called as proposed explanation for a phenomenon?
- How Is the Null Hypothesis Identified? Explain it with example.
- What Is an Alternative Hypothesis?
- What does a statistical significance of 0.05 mean?


## []] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by HosseinPishro-Nik



## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objectives

- understand basics of Probability distribution,
- learn concepts of Binomial distribution,
- define basic terms of Normal distribution,
- understand concept of standard deviation in statistics,
- solve basic questions related to probability distributions.


## Introduction

Probability distribution yields the possible outcomes for any random event. It is also defined based on the underlying sample space as a set of possible outcomes of any random experiment. These settings could be a set of real numbers or a set of vectors or a set of any entities. It is a part of probability and statistics.
Random experiments are defined as the result of an experiment, whose outcome cannot be predicted. Suppose, if we toss a coin, we cannot predict, what outcome it will appear either it will come as Head or as Tail. The possible result of a random experiment is called an outcome. And the set of outcomes is called a sample point. With the help of these experiments or events, we can always create a probability pattern table in terms of variables and probabilities.

### 10.1 Probability Distribution of Random Variables

A random variable has a probability distribution, which defines the probability of its unknown values. Random variables can be discrete (not constant) or continuous or both. That means it takes any of a designated finite or countable list of values, provided with a probability mass function feature of the random variable's probability distribution or can take any numerical value in an interval or set of intervals. Through a probability density function that is representative of the random variable's probability distribution or it can be a combination of both discrete and continuous.

Two random variables with equal probability distribution can yet vary with respect to their relationships with other random variables or whether they are independent of these. The recognition of a random variable, which means, the outcomes of randomly choosing values as per the variable's probability distribution function, are called random variables.
Probability Distribution Formulas
Probability Distribution Formulas


## Types of Probability Distribution

There are two types of probability distribution which are used for different purposes and various types of the data generation process.

## Normal or Cumulative Probability Distribution

Binomial or Discrete Probability Distribution
Let us discuss now both the types along with their definition, formula and examples.

## Cumulative Probability Distribution

The cumulative probability distribution is also known as a continuous probability distribution. In this distribution, the set of possible outcomes can take on values in a continuous range.

For example, a set of real numbers, is a continuous or normal distribution, as it gives all the possible outcomes of real numbers. Similarly, a set of complex numbers, a set of prime numbers, a set of whole numbers etc. are examples of Normal Probability distribution. Also, in real-life scenarios, the temperature of the day is an example of continuous probability. Based on these outcomes we can create a distribution table. A probability density function describes it. The formula for the normal distribution is;

$$
\mathrm{P}(\mathrm{x})=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}}
$$

Where,
$\mu=$ Mean Value
$\sigma=$ Standard Distribution of probability.
If mean $(\mu)=0$ and standard deviation $(\sigma)=1$, then this distribution is known to be normal distribution.
$x=$ Normal random variable

## Normal Distribution Examples

Since the normal distribution statistics estimates many natural events so well, it has evolved into a standard of recommendation for many probability queries. Some of the examples are:

Height of the Population of the world
Rolling a dice (once or multiple times)
To judge the Intelligent Quotient Level of children in this competitive world
Tossing a coin
Income distribution in countries economy among poor and rich
The sizes of female's shoes
Weight of newly born babies range
Average report of Students based on their performance
Discrete Probability Distribution
A distribution is called a discrete probability distribution, where the set of outcomes are discrete in nature.
For example, if a dice is rolled, then all the possible outcomes are discrete and give a mass of outcomes. It is also known as the probability mass function.

So, the outcomes of binomial distribution consist of n repeated trials and the outcome may or may not occur. The formula for the binomial distribution is;

Where,
$\mathrm{n}=$ Total number of events
$r=$ Total number of successful events.
$p=$ Success on a single trial probability.
${ }^{n} C_{r}=[n!/ r!(n-r)]!$
$1-p=$ Failure Probability

### 10.2 Probability Distribution Function

A function which is used to define the distribution of a probability is called a Probability distribution function. Depending upon the types, we can define these functions. Also, these functions are used in terms of probability density functions for any given random variable.

In the case of Normal distribution, the function of a real-valued random variable $X$ is the function given by;
$\mathrm{F}_{\mathrm{X}}(\mathrm{x})=\mathrm{P}(\mathrm{X} \leq \mathrm{x})$
Where $P$ shows the probability that the random variable $X$ occurs on less than or equal to the value of $x$.


For a closed interval, $(a \rightarrow b)$, the cumulative probability function can be defined as;

$$
P(a<X \leq b)=F_{X}(b)-F_{X}(a)
$$

If we express, the cumulative probability function as integral of its probability density function FX, then,

$$
F_{x}(x)=\int_{-\infty}^{x} f_{x}(t) d t
$$

In the case of a random variable $X=b$, we can define cumulative probability function as;

$$
\mathrm{P}(\mathrm{X}=\mathrm{b})=\mathrm{F}_{\mathrm{x}}(\mathrm{~b})-\lim _{x \rightarrow b} f_{x}(t)
$$

In the case of Binomial distribution, as we know it is defined as the probability of mass or discrete random variable gives exactly some value. This distribution is also called probability mass distribution and the function associated with it is called a probability mass function.

Probability mass function is basically defined for scalar or multivariate random variables whose domain is variant or discrete. Let us discuss its formula:
Suppose a random variable $X$ and sample space $S$ is defined as;

## X: S $\rightarrow$ A

And $A \in R$, where $R$ is a discrete random variable.
Then the probability mass function $f_{X}: A \rightarrow[0,1]$ for X can be defined as;
$F X(x)=P_{r}(X=x)=P(\{s \in S: X(s)=x\})$
What is the Prior Probability?
In Bayesian statistical conclusion, a prior probability distribution, also known as the prior, of an unpredictable quantity is the probability distribution, expressing one's faiths about this quantity before any proof is taken into the record. For instance, the prior probability distribution represents the relative proportions of voters who will vote for some politician in a forthcoming election. The hidden quantity may be a parameter of the design or a possible variable rather than a perceptible variable.

## What is Posterior Probability?

The posterior probability is the likelihood an event will occur after all data or background information has been brought into account. It is nearly associated with a prior probability, where an event will occur before you take any new data or evidence into consideration. It is an adjustment of prior probability. We can calculate it by using the below formula:

## Posterior Probability = Prior Probability + New Evidence

It is commonly used in Bayesian hypothesis testing. For instance, old data propose that around 60\% of students who begin college will graduate within 4 years. This is the prior probability. Still, if we think the figure is much lower, so we start collecting new data. The data collected implies that the true figure is closer to $50 \%$, which is the posterior probability.

$\equiv$
Example 1: A coin is tossed twice. X is the random variable of the number of heads obtained. What is the probability distribution of $x$ ?

## Solution:

First write, the value of $X=0,1$ and 2 , as the possibility are there that
No head comes
One head and one tail comes
And head comes in both the coins
Now the probability distribution could be written as;
$P(X=0)=P($ Tail + Tail $)=1 / 2 * 1 / 2=1 / 4$
$P(X=1)=P($ Head + Tail $)$ or $P($ Tail + Head $)=1 / 2 * 1 / 2+1 / 2 * 1 / 2=1 / 2$
$P(X=2)=P($ Head + Head $)=1 / 2 * 1 / 2=1 / 4$
We can put these values in tabular form;

| X | 0 | 1 | 2 |
| :--- | :--- | :--- | :--- |
| $\mathrm{P}(\mathrm{X})$ | $1 / 4$ | $1 / 2$ | $1 / 4$ |

### 10.3 Binomial Distribution

In probability theory and statistics, the binomial distribution is the discrete probability distribution that gives only two possible results in an experiment, either Success or Failure. For example, if we toss a coin, there could be only two possible outcomes: heads or tails, and if any test is taken, then there could be only two results: pass or fail. This distribution is also called a binomial probability distribution.
There are two parameters $n$ and $p$ used here in a binomial distribution. The variable ' $n$ ' states the number of times the experiment runs and the variable ' $p$ ' tells the probability of any one outcome. Suppose a die is thrown randomly 10 times, then the probability of getting 2 for anyone throw is $1 / 6$. When you throw the dice 10 times, you have a binomial distribution of $n=10$ and $p=1 / 6$. Learn the formula to calculate the two outcome distribution among multiple experiments along with solved examples here in this article

## Binomial Probability Distribution

In binomial probability distribution, the number of 'Success' in a sequence of $n$ experiments, where each time a question is asked for yes-no, then the boolean-valued outcome is represented either with success/yes/true/one (probability p) or failure/no/false/zero (probability q = $1-p$ ). A single success/failure test is also called a Bernoulli trial or Bernoulli experiment, and a series of outcomes is called a Bernoulli process. For n = 1, i.e. a single experiment, the binomial distribution is a Bernoulli distribution.

The binomial distribution is the base for the famous binomial test of statistical importance.


## Negative Binomial Distribution

In probability theory and statistics, the number of successes in a series of independent and identically distributed Bernoulli trials before a particularized number of failures happens. It is termed as the negative binomial distribution. Here the number of failures is denoted by 'r'. For instance, if we throw a dice and determine the occurrence of 1 as a failure and all non-1's as successes. Now, if we throw a dice frequently until 1 appears the third time, i.e., $r=$ three failures, then the probability distribution of the number of non-1s that arrived would be the negative binomial distribution.

## Binomial Distribution Examples

As we already know, binomial distribution gives the possibility of a different set of outcomes. In real life, the concept is used for:

Finding the quantity of raw and used materials while making a product.
Taking a survey of positive and negative reviews from the public for any specific product or place.
By using the YES/ NO survey, we can check whether the number of persons views the particular channel.
To find the number of male and female employees in an organisation.
The number of votes collected by a candidate in an election is counted based on 0 or 1 probability.

## Binomial Distribution Formula

The binomial distribution formula is for any random variable X , given by;

$$
\begin{aligned}
& P(x: n, p)={ }^{n} C_{x} p^{x}(1-p)^{n-x} \\
& \text { Or } \\
& P(x: n, p)={ }^{n} C_{x} p^{x}(q)^{n-x}
\end{aligned}
$$

```
Where,
n= the number of experiments
x=0,1,2,3,4,\ldots
p = Probability of Success in a single experiment
q = Probability of Failure in a single experiment = 1-p
The binomial distribution formula can also be written in the form of n-Bernoulli trials, where }\mp@subsup{}{}{n}\mp@subsup{C}{x}{}=n!/x!(n-x)!.
Hence,
P(x:n,p) = n!/[x!(n-x)!].p
```


## Binomial Distribution Mean and Variance

For a binomial distribution, the mean, variance and standard deviation for the given number of success are represented using the formulas

Mean, $\mu=n p$
Variance, $\sigma^{2}=n p q$
Standard Deviation $\sigma=\sqrt{ }(\mathrm{npq})$
Where $p$ is the probability of success
q is the probability of failure,
Where $q=1-p$

## Binomial Distribution Vs Normal Distribution

The main difference between the binomial distribution and the normal distribution is that binomial distribution is discrete, whereas the normal distribution is continuous. It means that the binomial distribution has a finite amount of events, whereas the normal distribution has an infinite number of events. In case, if the sample size for the binomial distribution is very large, then the distribution curve for the binomial distribution is similar to the normal distribution curve.

Properties of Binomial Distribution
The properties of the binomial distribution are:
There are two possible outcomes: true or false, success or failure, yes or no.
There is ' n ' number of independent trials or a fixed number of n times repeated trials.
The probability of success or failure varies for each trial.
Only the number of success is calculated out of $n$ independent trials.
Every trial is an independent trial, which means the outcome of one trial does not affect the outcome of another trial.

Binomial Distribution Examples And Solutions


Example 1: If a coin is tossed 5 times, find the probability of:
(a) Exactly 2 heads
(b) At least 4 heads.

## Solution:

(a) The repeated tossing of the coin is an example of a Bernoulli trial. According to the problem:

Number of trials: n=5
Probability of head: $p=1 / 2$ and hence the probability of tail, $q=1 / 2$
For exactly two heads:
$\mathrm{x}=2$
$P(x=2)={ }^{5} C 2 p^{2} q^{5-2}=5!/ 2!3!\times(1 / 2)^{2 \times(1 / 2)^{3}}$
$\mathrm{P}(\mathrm{x}=2)=5 / 16$
(b) For at least four heads,
$x \geq 4, P(x \geq 4)=P(x=4)+P(x=5)$
Hence,
$\mathrm{P}(\mathrm{x}=4)={ }^{5} \mathrm{C} 4 \mathrm{p}^{4} \mathrm{q}^{5-4}=5!/ 4!1!\times(1 / 2)^{4} \times(1 / 2)^{1}=5 / 32$
$\mathrm{P}(\mathrm{x}=5)={ }^{5} \mathrm{C} 5 \mathrm{p}^{5} \mathrm{q}^{5-5}=(1 / 2)^{5}=1 / 32$
Therefore,
$P(x \geq 4)=5 / 32+1 / 32=6 / 32=3 / 16$

Example 2: For the same question given above, find the probability of:

## a) Getting at least $\mathbf{2}$ heads

Solution: P (at most 2 heads $)=P(X \leq 2)=P(X=0)+P(X=1)$
$P(X=0)=(1 / 2)^{5}=1 / 32$
$\mathrm{P}(\mathrm{X}=1)={ }^{5} \mathrm{C}_{1}(1 / 2)^{5}=5 / 32$
Therefore,
$P(X \leq 2)=1 / 32+5 / 32=3 / 16$

Example 3:A fair coin is tossed 10 times, what are the probability of getting exactly 6 heads and at least six heads.

## Solution:

Let $x$ denote the number of heads in an experiment.
Here, the number of times the coin tossed is 10 . Hence, $\mathrm{n}=10$.
The probability of getting head, $\mathrm{p}^{1 / 2}$
The probability of getting a tail, $q=1-p=1-(1 / 2)=1 / 2$.
The binomial distribution is given by the formula:
$P(X=x)={ }^{n} C_{x} p^{x} q^{n-x}$, where $=0,1,2,3, \ldots$
Therefore, $P(X=x)={ }^{10} C_{x}(1 / 2)^{x}(1 / 2)^{10-x}$
(i) The probability of getting exactly 6 heads is:
$P(X=6)={ }^{10} C_{6}(1 / 2)^{6}\left(\frac{1}{2}\right)^{10-6}$
$P(X=6)={ }^{10} C_{6}(1 / 2)^{10}$
$P(X=6)=105 / 512$.
Hence, the probability of getting exactly 6 heads is 105/512.
(ii) The probability of getting at least 6 heads is $P(X \geq 6)$

```
\(\mathrm{P}(\mathrm{X} \geq 6)=\mathrm{P}(\mathrm{X}=6)+\mathrm{P}(\mathrm{X}=7)+\mathrm{P}(\mathrm{X}=8)+\mathrm{P}(\mathrm{X}=9)+\mathrm{P}(\mathrm{X}=10)\)
\(P(X \geq 6)={ }^{10} \mathrm{C}_{6}(1 / 2)^{10}+{ }^{10} \mathrm{C}_{7}(1 / 2)^{10}+{ }^{10} \mathrm{C}_{8}(1 / 2)^{10}+{ }^{10} \mathrm{C}_{9}(1 / 2)^{10}+{ }^{10} \mathrm{C}_{10}(1 / 2)^{10}\)
\(P(X \geq 6)=193 / 512\).
```


### 10.4 Poisson Distribution

In Statistics, Poisson distribution is one of the important topics. It is used for calculating the possibilities for an event with the average rate of value. Poisson distribution is a discrete probability distribution. In this article, we are going to discuss the definition, Poisson distribution formula, table, mean and variance, and examples in detail.

## Poisson Distribution Definition

The Poisson distribution is a discrete probability function that means the variable can only take specific values in a given list of numbers, probably infinite. A Poisson distribution measures how many times an event is likely to occur within " $x$ " period of time. In other words, we can define it as the probability distribution that results from the Poisson experiment. A Poisson experiment is a statistical experiment that classifies the experiment into two categories, such as success or failure. Poisson distribution is a limiting process of the binomial distribution.

A Poisson random variable " $x$ " defines the number of successes in the experiment. This distribution occurs when there are events that do not occur as the outcomes of a definite number of outcomes. Poisson distribution is used under certain conditions. They are:

The number of trials " $n$ " tends to infinity
Probability of success " p " tends to zero
$n p=1$ is finite
Poisson distribution Formula
The formula for the Poisson distribution function is given by:
$f(x)=\left(e^{-\lambda} \lambda^{x}\right) / x!$
Where,
$e$ is the base of the logarithm
$x$ is a Poisson random variable
$\lambda$ is an average rate of value
Poisson distribution Table
As with the binomial distribution, there is a table that we can use under certain conditions that will make calculating probabilities a little easier when using the Poisson distribution. The table is showing the values of $f(x)=P(X \geq x)$, where $X$ has a Poisson distribution with parameter $\lambda$. Refer the values from the table and substitute it in the Poisson distribution formula to get the probability value. The table displays the values of the Poisson distribution.

Poisson Distribution Table

| $\lambda=$ | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 | 5.0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X=0$ | 0.6065 | 0.3679 | 0.2231 | 0.1353 | 0.0821 | 0.0498 | 0.0302 | 0.0183 | 0.0111 | 0.0067 |
| 1 | 0.9098 | 0.7358 | 0.5578 | 0.4060 | 0.2873 | 0.1991 | 0.1359 | 0.0916 | 0.0611 | 0.0404 |
| 2 | 0.9856 | 0.9197 | 0.9197 | 0.8088 | 0.6767 | 0.5438 | 0.4232 | 0.3208 | 0.2381 | 0.1247 |
| 3 | 0.9982 | 0.9810 | 0.9344 | 0.8571 | 0.7576 | 0.6472 | 0.5366 | 0.4335 | 0.3423 | 0.2650 |
| 4 | 0.9998 | 0.9963 | 0.9814 | 0.9473 | 0.8912 | 0.8153 | 0.7254 | 0.6288 | 0.5321 | 0.4405 |
| 5 | 1.0000 | 0.9994 | 0.9994 | 0.9955 | 0.9834 | 0.9161 | 0.8576 | 0.7851 | 0.7029 | 0.6160 |
| 6 | 1.0000 | 0.9999 | 0.9991 | 0.9955 | 0.9858 | 0.9665 | 0.9347 | 0.8893 | 0.8311 | 0.7622 |
| 7 | 1.0000 | 1.0000 | 0.9998 | 0.9989 | 0.9958 | 0.9881 | 0.9733 | 0.9489 | 0.9134 | 0.8666 |
| 8 | 1.0000 | 1.0000 | 1.0000 | 0.9998 | 0.9989 | 0.9962 | 0.9901 | 0.9786 | 0.9597 | 0.9319 |
| 9 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9997 | 0.9989 | 0.9967 | 0.9919 | 0.9829 | 0.9682 |
| 10 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9999 | 0.9997 | 0.9990 | 0.9972 | 0.9933 | 0.9863 |

Poisson distribution Mean and Variance
Assume that, we conduct a Poisson experiment, in which the average number of successes within a given range is taken as $\lambda$. In Poisson distribution, the mean of the distribution is represented by $\lambda$ and e is constant, which is approximately equal to 2.71828 . Then, the Poisson probability is:
$P(x, \lambda)=\left(e^{-\lambda} \lambda^{x}\right) / x!$
In Poisson distribution, the mean is represented as $\mathbf{E}(\mathbf{X})=\lambda$.
For a Poisson Distribution, the mean and the variance are equal. It means that $\mathbf{E}(\mathbf{X})=\mathbf{V}(\mathbf{X})$
Where, $\mathrm{V}(\mathrm{X})$ is the variance.

Poisson distribution Expected Value
A random variable is said to have a Poisson distribution with the parameter $\lambda$, where " $\lambda$ " is considered as an expected value of the Poisson distribution.

The expected value of the Poisson distribution is given as follows:
$\mathrm{E}(\mathrm{x})=\mu=\mathrm{d}\left(\mathrm{e}^{\lambda(\mathrm{t}-1)}\right) / \mathrm{dt}$, at $\mathrm{t}=1$.
$E(x)=\lambda$
Therefore, the expected value (mean) and the variance of the Poisson distribution is equal to $\lambda$.

## Poisson distribution Examples

An example to find the probability using the Poisson distribution is given below:

Example 1:
A random variable $X$ has a Poisson distribution with parameter $\lambda$ such that $P(X=1)=(0.2) P(X=$ 2). Find $P(X=0)$.

## Solution:

For the Poisson distribution, the probability function is defined as:
$P(X=x)=\left(e^{-\lambda} \lambda^{x}\right) / x!$, where $\lambda$ is a parameter.
Given that, $P(x=1)=(0.2) P(X=2)$
$\left(\mathrm{e}^{-\lambda} \lambda^{1}\right) / 1!=(0.2)\left(\mathrm{e}^{-\lambda} \lambda^{2}\right) / 2!$
$\Rightarrow \lambda=\lambda^{2} / 10$
$\Rightarrow \lambda=10$
Now, substitute $\lambda=10$, in the formula, we get:
$\mathrm{P}(\mathrm{X}=0)=\left(\mathrm{e}^{-\lambda} \lambda^{0}\right) / 0!$
$P(X=0)=e^{-10}=0.0000454$
Thus, $\mathrm{P}(\mathrm{X}=0)=0.0000454$

Example 2:
Telephone calls arrive at an exchange according to the Poisson process at a rate $\lambda=2 / \mathrm{min}$. Calculate the probability that exactly two calls will be received during each of the first 5 minutes of the hour.

## Solution:

Assume that " N " be the number of calls received during a 1 minute period.
Therefore,
$\mathrm{P}(\mathrm{N}=2)=\left(\mathrm{e}^{-2} .2^{2}\right) / 2$ !
$\mathrm{P}(\mathrm{N}=2)=2 \mathrm{e}^{-2}$.
Now, "M" be the number of minutes among 5 minutes considered, during which exactly 2 calls will be received. Thus " M " follows a binomial distribution with parameters $\mathrm{n}=5$ and $\mathrm{p}=2 \mathrm{e}^{-2}$.
$\mathrm{P}(\mathrm{M}=5)=32 \times \mathrm{e}^{-10}$
$\mathrm{P}(\mathrm{M}=5)=0.00145$, where " e " is a constant, which is approximately equal to 2.718 .

### 10.5 Normal Distribution

In probability theory and statistics, the Normal Distribution, also called the Gaussian Distribution, is the most significant continuous probability distribution. Sometimes it is also called a bell curve. A large number of random variables are either nearly or exactly represented by the normal distribution, in every physical science and economics. Furthermore, it can be used to approximate other probability distributions, therefore supporting the usage of the word 'normal 'as in about the one, mostly used.

Normal Distribution Definition
The Normal Distribution is defined by the probability density function for a continuous random variable in a system. Let us say, $f(x)$ is the probability density function and $X$ is the random variable. Hence, it defines a function which is integrated between the range or interval ( $x$ to $x+d x$ ), giving the probability of random variable $X$, by considering the values between $x$ and $x+d x$.
$\mathrm{f}(\mathrm{x}) \geq 0 \forall \mathrm{x} \in(-\infty,+\infty)$
And ${ }_{-\infty}{ }^{+\infty} \mathrm{f}(\mathrm{x})=1$
Normal Distribution Formula
The probability density function of normal or gaussian distribution is given by;

$$
f(x, \mu, \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} e^{\frac{-(x-\mu)^{2}}{2 \sigma^{2}}}
$$

Where,
x is the variable
$\mu$ is the mean
$\sigma$ is the standard deviation
Normal Distribution Curve

The random variables following the normal distribution are those whose values can find any unknown value in a given range. For example, finding the height of the students in the school. Here, the distribution can consider any value, but it will be bounded in the range say, 0 to 6 ft . This limitation is forced physically in our query.
Whereas, the normal distribution doesn't even bother about the range. The range can also extend to $-\infty$ to $+\infty$ and still we can find a smooth curve. These random variables are called Continuous Variables, and the Normal Distribution then provides here probability of the value lying in a particular range for a given experiment. Also, use the normal distribution calculator to find the probability density function by just providing the mean and standard deviation value.

## Normal Distribution Standard Deviation

Generally, the normal distribution has any positive standard deviation. We know that the mean helps to determine the line of symmetry of a graph, whereas the standard deviation helps to know how far the data are spread out. If the standard deviation is smaller, the data are somewhat close to each other and the graph becomes narrower. If the standard deviation is larger, the data are dispersed more, and the graph becomes wider. The standard deviations are used to subdivide the area under the normal curve. Each subdivided section defines the percentage of data, which falls into the specific region of a graph.

Using 1 standard deviation, the Empirical Rule states that,
Approximately $68 \%$ of the data falls within one standard deviation of the mean. (i.e., Between Mean- one Standard Deviation and Mean + one standard deviation)
Approximately $95 \%$ of the data falls within two standard deviations of the mean. (i.e., Between Mean- two Standard Deviation and Mean + two standard deviations)

Approximately $99.7 \%$ of the data fall within three standard deviations of the mean. (i.e., Between Mean- three Standard Deviation and Mean + three standard deviations)


Thus, the empirical rule is also called the 68-95-99.7 rule.

Normal Distribution Problems and Solutions


Question 1: Calculate the probability density function of normal distribution using the following data. $x=3, \mu=4$ and $\sigma=2$.

Solution: Given, variable, $x=3$
Mean $=4$ and
Standard deviation $=2$
By the formula of the probability density of normal distribution, we can write;

$$
f(3,4,2)=\frac{1}{2 \sqrt{2 \pi}} e^{\frac{-(3-2)^{2}}{2 \times 2^{2}}}
$$

Hence, $f(3,4,2)=1.106$.
Question 2: If the value of random variable is 2 , mean is 5 and the standard deviation is 4 , then find the probability density function of the Gaussian distribution.
Solution: Given,
Variable, $x=2$
Mean $=5$ and
Standard deviation $=4$
By the formula of the probability density of normal distribution, we can write;

$$
f(2,2,4)=\frac{1}{4 \sqrt{2 \pi}} e^{\frac{-(2-2)^{2}}{2 \times 4^{2}}}
$$

$f(2,2,4)=1 /(4 \sqrt{ } 2 \pi) e^{0}$
$f(2,2,4)=0.0997$
There are two main parameters of normal distribution in statistics namely mean and standard deviation.

The location and scale parameters of the given normal distribution can be estimated using these two parameters.

## Normal Distribution Properties

Some of the important properties of the normal distribution are listed below: In a normal distribution, the mean, mean and mode are equal.(i.e., Mean = Median= Mode).
The total area under the curve should be equal to 1 .
The normally distributed curve should be symmetric at the centre.
There should be exactly half of the values are to the right of the centre and exactly half of the values are to the left of the centre.

The normal distribution should be defined by the mean and standard deviation.
The normal distribution curve must have only one peak. (i.e., Unimodal)
The curve approaches the x-axis, but it never touches, and it extends farther away from the mean.
Applications
The normal distributions are closely associated with many things such as:
Marks scored on the test
Heights of different persons
Size of objects produced by the machine
Blood pressure and so on.

Binomial Distribution is the widely used probability distribution, derived from Bernoulli Process, (a random experiment named after a renowned mathematician Bernoulli). It is also known as biparametric distribution, as it is featured by two parameters $n$ and $p$. Here, $n$ is the repeated trials and $p$ is the success probability. If the value of these two parameters is known, then it means that the distribution is fully known. The mean and variance of the binomial distribution are denoted by $\mu=n p$ and $\sigma 2=n p q$.

In the late 1830s, a famous French mathematician Simon Denis Poisson introduced this distribution. It describes the probability of the certain number of events happening in a fixed time interval. It is uniparametric distribution as it is featured by only one parameter $\lambda$ or m .

In Poisson distribution mean is denoted by mi.e. $\mu=\mathrm{m}$ or $\lambda$ and variance is labelled as $\sigma 2=\mathrm{m}$ or $\lambda$

| BASIS FOR <br> COMPARISON | BINOMIAL <br> DISTRIBUTION | POISSON DISTRIBUTION |
| :--- | :--- | :--- |
| Meaning | Binomial distribution is one <br> in which the probability of <br> repeated number of trials are <br> studied. | Poisson Distribution gives the <br> count of independent events <br> occur randomly with a given <br> period of time. |
| Nature | Biparametric | Uniparametric |
| Number of trials | Fixed | Infinite |
| Success | Constant probability |  |
| Outcomes | Onfinitesimal chance of success <br> i.e. success or failure. | Unlimited number of possible <br> outcomes. |


| Mean <br> Variance | and | Mean > Variance |
| :--- | :--- | :--- |$\quad$ Mean = Variance \(~\left(\begin{array}{ll}Printing mistakes/page of a <br>

large book.\end{array}\right.\)

## Summary

- The binomial distribution is a common discrete distribution used in statistics, as opposed to a continuous distribution, such as the normal distribution. The binomial distribution, therefore, represents the probability for $x$ successes in $n$ trials, given a success probability p for each trial.
- The binomial distribution is a common discrete distribution used in statistics, as opposed to a continuous distribution, such as the normal distribution. The binomial distribution, therefore, represents the probability for $x$ successes in $n$ trials, given a success probability p for each trial.
- Each trail can have only two outcomes or the outcomes that can be reduced to two outcomes. These outcomes can be either a success or a failure.
- The main difference between normal distribution and binomial distribution is that while binomial disribution is discrete.
- This means that in binomial distribution there are no data points between any two data points. This is very different from a normal distribution which has continuous data points.
- In other words, there are a finite amount of events in a binomial distribution, but an infinite number in a normal distribution


## Keywords

Binomial distributions must also meet the following criteria:

- The number of observations or trials is fixed. In other words, you can only figure out the probability of something happening if you do it a certain number of times. This is common sense-if you toss a coin once, your probability of getting a tails is $50 \%$. If you toss a coin a 20 times, your probability of getting a tails is very, very close to $100 \%$.
- Each observation or trial is independent. In other words, none of your trials have an effect on the probability of the next trial.
- Discrete probability functions are also known as probability mass functions and can assume a discrete number of values. For example, coin tosses and counts of events are discrete functions. These are discrete distributions because there are no in-between values
- Normal distribution is a probability distribution that is symmetric about the mean, showing that data near the mean are more frequent in occurrence than data far from the mean. In graph form, normal distribution will appear as a bell curve.
- The skewness and kurtosis coefficients measure how different a given distribution is from a normal distribution.
- The skewness measures the symmetry of a distribution. The normal distribution is symmetric and has a skewness of zero. If the distribution of a data set has a skewness less than zero, or negative skewness, then the left tail of the distribution is longer than the right tail; positive skewness implies that the right tail of the distribution is longer than the left.
- The kurtosis statistic measures the thickness of the tail ends of a distribution in relation to the tails of the normal distribution.
- In statistics, a Poisson distribution is a probability distribution that can be used to show how many times an event is likely to occur within a specified period of time. Poisson distributions are often used to understand independent events that occur at a constant rate within a given interval of time


## Self Assessment

1. In a Binomial Distribution, if ' $n$ ' is the number of trials and ' $p$ ' is the probability of success, then the mean value is given by $\qquad$
A. np
B. n
C. p
D. $n p(1-p)$
2. In a Binomial Distribution, if $\mathrm{p}, \mathrm{q}$ and n are probability of success, failure and number of trials respectively then variance is given by $\qquad$
A. $n p$
B. $n p q$
C. $n p 2 q$
D. npq2
3. It is suitable to use Binomial Distribution only for $\qquad$
A. Large values of ' n '
B. Fractional values of ' $n$ '
C. Small values of ' $n$ '
D. Any value of ' $n$ '
4. For larger values of ' $n$ ', Binomial Distribution $\qquad$
A. loses its discreteness
B. tends to Poisson Distribution
C. stays as it is
D. gives oscillatory values
5. Binomial Distribution is a $\qquad$
A. Continuous distribution
B. Discrete distribution
C. Irregular distribution
D. Not a Probability distribution
6. Poison Distribution is a $\qquad$
A. Continuous distribution
B. Discrete distribution
C. Irregular distribution
D. Not a Probability distribution
7. Normal Distribution is a $\qquad$
A. Continuous distribution
B. Discrete distribution
C. Irregular distribution
D. Not a Probability distribution
8. A $\qquad$ is one in which the data can only take on certain values, for example integers.
A. Continuous distribution
B. Discrete distribution
C. Irregular distribution
D. Not a Probability distribution
9. A $\qquad$ is one in which data can take on any value within a specified range (which may be infinite).
A. Continuous distribution
B. Discrete distribution
C. Irregular distribution
D. Not a Probability distribution
10. Height, weight, temperature and length are all examples of continuous data are example of
A. Continuous data
B. Discrete data
C. Irregular data
D. None of the above
11. Mean median and mode are equal in
A. Continuous distribution
B. Normal distribution
C. Irregular distribution
D. Not a Probability distribution
12. In a Poisson distribution, if ' $n$ ' is the number of trials and ' p ' is the probability of success, then the mean value is given by?
A. $m=n p$
B. $m=(n p) 2$
C. $m=n p(1-p)$
D. $m=p$
13. If ' $m$ ' is the mean of a Poisson Distribution, then variance is given by $\qquad$
A. m 2
B. m 12
C. m
D. $\mathrm{m} / 2$
14. Poisson distribution is applied for $\qquad$
A. Continuous Random Variable
B. Discrete Random Variable
C. Irregular Random Variable
D. Uncertain Random Variable
15. The $\qquad$ is used to describe the distribution of rare events in a large population
A. Continuous distribution
B. Normal distribution
C. Poison distribution
D. Not a Probability distribution

## Answers for Self Assessment

1. A
2. B
3. C
4. B
5. B
6. B
7. A
8. B
9. A
10. A
11. B
12. A
13. C
14. B
15. C

## Review Questions

1. What does binomial distribution mean?
2. What is an example of a binomial probability distribution?
3. How to Tell When a Random Variable Doesn't Have a Binomial Distribution
4. What is the Poisson distribution in statistics?
5. When should Poisson distribution be used?
6. What is the difference between Poisson and binomial distribution?
7. What is the skewness of Poisson distribution?
8. What is the standard deviation of a Poisson distribution?
9. What is measure of kurtosis?
10. What are some real world examples of normal distribution?
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## Objectives

- After this unit Students will able to
- understand basics of Statistical quality control,
- learn concepts of control charts,
- define basic terms of $X$ bar and R chart,
- understand concept of $X$ bar and $S$ chart in statistics,
- solve basic questions related to control charts.


## Introduction

Statistics: Statistics means data, a good amount of data. Or simply, the collaborative study of accumulation, analysis, interpretation and presentation of massive volumes of data.

Statistical tools: Applications of statistical methods in order to visualize, interpret and anticipate outcomes over collected data.

Quality "a characteristic of fitness for purpose at lowest cost", or "degree of perfection that suffices the customer requirements". Quality can be defined as "the entirety of features and characteristics for products and services satisfying implicit and explicit demands of customers.
Control: An approach of measuring and inspecting a certain phenomenon for a product or a service, control suggests when to inspect, and how much to inspect. The system includes feedback to understand the causes for poor quality and necessary corrective steps. The control system basically determines the quality characteristics of an item, correlates the same with predefined quality standards and distinguishes between defective items from non-defectives ones.

Quality control: Quality control is one of the most important tools deployed to check the definite level of quality of products, or services. In todays' highly competitive business environment,
quality control has evolved as a prominent tool and a critical factor via any successful industry to ensure standard quality.
Making use of statistical tools and techniques in order to monitor and manage product quality across various industries including food, pharmaceutical and manufacturing units, and the process is named as Statistical Quality Control. The method can be conducted as
A part of production process,
A part of last-minute quality control check
A part of eventual check by quality control department

### 11.1 Statistical Quality Control Techniques

Statistical quality control techniques are extremely important for operating the estimable variations embedded in almost all manufacturing processes. Such variations arise due to raw material, consistency of product elements, processing machines, techniques deployed and packaging applications. Moreover, any of these factors or combination of two can impact the eventual quality of finished product.

The method incorporates legislation allowing manufacturing units to make sure that the finished product must contain the net quantity mentioned in packaging. Any overfilled quantity can lead to financial loss for the manufacturer and therefore must be avoided. Fill control, validating weight and weight variation are hugely deployed statistical quality control techniques that make use of weights of individual products in the statistical data analysis.
In case of pharmaceutical goods, such as tablets, pills, capsules, syrups etc, the standard weight must not be exceeded the upper limit that saves consumers from taking high doses of active ingredients that might result in severe consequences. At the same time, the weight shouldn't be too less, if not the drug might not be effective. In this case, the weight variation based statistical quality control test is used to ensure the consistency of the dosage unit, and also to support product identity, reliability and quality.

Example:Another example would be, in the production of food and beverages, it is required to inspect the weight of packages rendering quick confirmation such that filled quantities fulfil the legal necessities. Any deviation from standard value signifies errors in the production process, imprecise ingredient-quantities leading to impactful consequences.
In addition to this, while confirming consumer satisfaction, safety and compliance with regulations, SQC with weight determination is highly important. Though, it is recommended to employ actual balances or measuring scales and software suitable for particular applications.
Advantages of Statistical Quality Control
One of the excellent scientific tools, SQC has the following advantages
Cost reduction: In this method, only a fragmentary output is inspected to ensure the quality of product, therefore probe cost would be reduced greatly.

Huge efficiency: Inspection of a fractional portion requires lesser time and tedium in comparison to holistic investigation leading to huge escalation in efficiency and production.

Easier to use: Pitching SQC not only reduces process variability but also makes the process of production-in-control. Even, it is much to apply by an individual without having such extensive specialized guidance.

Authentic anticipation: SQC is the most preeminent approach that can accurately predict future production. To ensure the degree of perfection and product performance, SQC provides a great predictability.
Prior fault detection: Any deviation from standard control limits depicts signs of danger in the underlying production process that invites necessary corrective measurement to be taken earlier. SQC is helpful in early detection of faults.

### 11.2 SQC vs. SPC

Both SQC and SPC support smooth operations in order to escalate efficiencies, desired output and optimized performance while playing a key role in overall success in operations, but in different ways. Lets' understand the difference;
SPC: is the procedure of collecting and computing parameters of a process such as speed, pressure, vernier caliper etc with respect to standard values using various statistical methods validating values must reside within limits while aiming to minimize variation and execute to achieve desired/optimum targets.

SQC: is the process of compiling and determining data on the subject of particular specifications regarding a product and to meet requirements, for example, size, weight, texture etc. while aiming at validating process outcomes to meet the user requirements or the next stage of the manufacturing process.
SPC is responsible for reduction of variation in processes and run efficiently, in contrast to this, SQC facilitates manufacturers to accomplish user requirements.

For example, in food and beverage manufacturing there are various numbers of different products being produced, SPC monitors that operations are executing effectively at their entirety, SQC controls measurable quality characteristics used during production so that finished products must live up with customer requirements/expectations.

Statistical process control uses sampling and statistical methods to monitor the quality of an ongoing process such as a production operation. A graphical display referred to as a control chart provides a basis for deciding whether the variation in the output of a process is due to common causes (randomly occurring variations) or due to out-of-the-ordinary assignable causes. Whenever assignable causes are identified, a decision can be made to adjust the process in order to bring the output back to acceptable quality levels.

Control charts can be classified by the type of data they contain. For instance, an x-chart is employed in situations where a sample mean is used to measure the quality of the output. Quantitative data such as length, weight, and temperature can be monitored with an $\bar{x}$-chart. Process variability can be monitored using a range or R-chart. In cases in which the quality of output is measured in terms of the number of defectives or the proportion of defectives in the sample, an np-chart or a p-chart can be used.
All control charts are constructed in a similar fashion. For example, the centre line of an x-chart corresponds to the mean of the process when the process is in control and producing output of acceptable quality. The vertical axis of the control chart identifies the scale of measurement for the variable of interest. The upper horizontal line of the control chart, referred to as the upper control limit, and the lower horizontal line, referred to as the lower control limit, are chosen so that when the process is in control there will be a high probability that the value of a sample mean will fall between the two control limits. Standard practice is to set the control limits at three standard deviations above and below the process mean. The process can be sampled periodically. As each sample is selected, the value of the sample mean is plotted on the control chart. If the value of a sample mean is within the control limits, the process can be continued under the assumption that the quality standards are being maintained. If the value of the sample mean is outside the control limits, an out-of-control conclusion points to the need for corrective action in order to return the process to acceptable quality levels.

### 11.3 Control Charts

## $X$-bar and range chart

## What is it?

An X-bar and R (range) chart is a pair of control charts used with processes that have a subgroup size of two or more. The standard chart for variables data, X-bar and R charts help determine if a process is stable and predictable. The X-bar chart shows how the mean or average changes over time and the R chart shows how the range of the subgroups changes over time. It is also used to monitor the effects of process improvement theories. As the standard, the X-bar and R chart will work in place of the X -bar and s or median and R chart.

What does it look like?
The X-bar chart, on top, shows the mean or average of each subgroup. It is used to analyze central location. The range chart, on the bottom, shows how the data is spread. It is used to study system variability


When is it used?
You can use X-bar and R charts for any process with a subgroup size greater than one. Typically, it is used when the subgroup size falls between two and ten, and X-bar and s charts are used with subgroups of eleven or more.

Use X-bar and R charts when you can answer yes to these questions
Do you need to assess system stability?
Is the data in variables form?
Is the data collected in subgroups larger than one but less than eleven?
Is the time order of subgroups preserved?
Getting the most
Collect as many subgroups as possible before calculating control limits. With smaller amounts of data, the X-bar and R chart may not represent variability of the entire system. The more subgroups you use in control limit calculations, the more reliable the analysis. Typically, twenty to twenty-five subgroups will be used in control limit calculations.
X-bar and R charts have several applications. When you begin improving a system, use them to assess the system's stability.
After the stability has been assessed, determine if you need to stratify the data. You may find entirely different results between shifts, among workers, among different machines, among lots of materials, etc. To see if variability on the X-bar and R chart is caused by these factors, collect and enter data in a way that lets you stratify by time, location, symptom, operator, and lots.
You can also use X-bar and R charts to analyze the results of process improvements. Here you would consider how the process is running and compare it to how it ran in the past. Do process changes produce the desired improvement?

Example:Finally, use X-bar and R charts for standardization. This means you should continue collecting and analyzing data throughout the process operation. If you made changes to the system and stopped collecting data, you would have only perception and opinion to tell you whether the changes actually improved the system. Without a control chart, there is no way to know if the process has changed or to identify sources of process variability.

## What are X Bar S Control Charts?

X Bar S charts often used control chart to examine the process mean and standard deviation over the time. These charts are used when the subgroups have large sample size and S chart provides better understanding of the spread of subgroup data than range.

X bar S charts are also similar to $X$ Bar R Control chart, the basic difference is that $X$ bar $S$ charts plots the subgroup standard deviation whereas R charts plots the subgroup range

Selection of appropriate control chart is very important in control charts mapping, otherwise ended up with inaccurate control limits for the data.


Manually it is very easy to compute X Bar R Control chart,whereas sigma chart may be difficult due to tedious calculations and large sample size. With large sample size in the subgroup, the standard deviation is better measure of variation than the range because it considers all the data not just minimum and maximum values.

It is actually a two plots to monitor the process mean and the process range (as described by standard deviation) over time and is an example of statistical process control. These combination charts helps to understand the stability of processes and also detects the presence of special cause variation.

The cumulative sum (CUSUM) and the exponentially weighted moving average (EWMA) charts are also monitors the mean of the process, but the basic difference is unlike $X$ bar chart they consider the previous value means at each point. Moreover these charts are considered as a reliable estimate when correct standard deviation exists.

Task: What are conditions to use X bar R chart ?

### 11.4 X Bar S Control Chart Definitions

X-bar chart: The mean or average change in process over time from subgroup values. The control limits on the X-Bar brings the sample's mean and center into consideration.
S-chart: The standard deviation of the process over the time from subgroups values. This monitors the process standard deviation (as approximated by the sample moving range)

## Use X Bar S Control Charts When:

The sampling procedure is same for each sample and is carried out consistently.
When the data is assumed to be normally distributed.
The $X$ bar $S$ chart to be used when rationally collect measurements in subgroup size is more than 10.

X Bar R chart is to be considered if the subgroup size is between two and 10 observations (for I-MR chart the subgroup size is one only).

When the collected data is in continuous (ie Length, Weight) etc. and captures in time order

## How to Interpret the X Bar S Control Charts

To correctly interpret X bar S chart, always examine the S chart first.
The $X$ bar chart control limits are derived from the $S$ bar (average standard deviation) values, if the values are out of control in $S$ chart that means the $X$ bar chart control limits are not accurate.

If the points are out of control in S chart, then stop the process. Identify the special cause and address the issue. Remove those subgroups from the calculations.

Once the S chart is in control, then review X bar chart and interpret the points against the control limits.

All the points to be interpret against the control limits but not specification limits.
If any point out of control in $X$ bar chat. Identify the special cause and address the issue.

> Compute the process standard deviation, if the $S$ chart is in statistical control $\hat{\sigma}=\frac{\bar{s}}{c_{4}}$

## Steps to follow for $\mathbf{X}$ bar S chart

## Objective of the chart and subgroup size

Determine the objective of the chart and choose the important variables
Choose the appropriate subgroup size and the sampling frequency
Shewhart suggested collecting 20 to 25 sets of samples with a subgroup size of 10 and above
Note: To demonstrate an example, we just took subgroup size 4 in the below example, but it is always recommended to take 10 and above for X bar S chart.

Example: A packing organization monitoring the performance of a packing machine, each container should weigh 35 lb , during Measure phase, project team performed the process capability study and identified that the process is not capable(less than one sigma). In Analyze phase collected 12 sets of container weights with a subgroup size of 4 .

|  | Measured values |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Sample | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| 1 | 65 | 63 | 55 | 54 |
| 2 | 54 | 55 | 55 | 55 |
| 3 | 66 | 14 | 54 | 34 |
| 4 | 37 | 54 | 36 | 35 |
| 5 | 67 | 10 | 12 | 65 |
| 6 | 36 | 36 | 37 | 37 |
| 7 | 10 | 12 | 12 | 14 |
| 8 | 36 | 36 | 35 | 24 |
| 9 | 36 | 46 | 35 | 36 |
| 10 | 38 | 46 | 36 | 34 |
| 11 | 55 | 12 | 67 | 55 |
| 12 | 22 | 22 | 33 | 12 |

## Compute X bar and S values

Measure the average of each subgroup i.e $X$ bar, then compute grand average of all $X$ bar value, this will be center line for X bar chart

Compute the standard deviation of each subgroup, then measure grand averages of all standard values ie $S$ bar and this will be the center line for $S$ chart

| Sample | Measured values |  |  |  | Sample <br> Average ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |  |
| 1 | 65 | 63 | 55 | 54 | 59.3 |
| 2 | 54 | 55 | 55 | 55 | 54.8 |
| 3 | 66 | 14 | 54 | 34 | 42.0 |
| 4 | 37 | 54 | 36 | 35 | 40.5 |
| 5 | 67 | 10 | 12 | 65 | 38.5 |
| 6 | 36 | 36 | 37 | 37 | 36.5 |
| 7 | 10 | 12 | 12 | 14 | 12.0 |
| 8 | 36 | 36 | 35 | 24 | 32.8 |
| 9 | 36 | 46 | 35 | 36 | 38.3 |
| 10 | 38 | 46 | 36 | 34 | 38.5 |
| 11 | 55 | 12 | 57 | 55 | 47.3 |
| 12 | 22 | 22 | 33 | 12 | 22.3 |
| 12 Total <br>  $\overline{\mathrm{X}}$ <br>  $\overline{5}$ |  |  |  |  | 462.5 |
|  |  |  |  |  | 38.54 |
|  |  |  |  |  |  |



## Determine the Control Limits

The first set of subgroups are to determine the process mean and standard deviation, these values are to be consider for creation of control limits for both standard deviation and mean of each subgroup

- If the individual values (X) assumed to be normal, then the distribution of average of reading in a sample ( $\mathrm{X}-\mathrm{bar}$ ) will be normal
- The standard deviation among the sample means is smaller by a factor of $\frac{1}{\sqrt{n}}$
Hence

- $\hat{\sigma}=$ estimated standard deviation of $X$
- $\frac{\hat{\sigma}}{\sqrt{n}}=$ estimated standard error of $\bar{X}$
- Walter Shewhart mentioned that control limits should be 3 times standard deviation from the center line in order to reduce the probability of error happening in detecting the assignable causes of variation.
- $X$ bar chart: $U C L_{\overline{\mathrm{x}}}=\overline{\bar{x}}+3 \frac{\hat{\sigma}}{\sqrt{\mathrm{n}}}=\overline{\overline{\mathrm{x}}}+\mathrm{A}_{3} \overline{\mathrm{~S}}$
- $\quad \mathrm{LCL}_{\overline{\mathrm{x}}}=\overline{\overline{\mathrm{x}}}-3 \frac{\sqrt{\sigma}}{\sqrt{\mathrm{n}}}=\overline{\overline{\mathrm{x}}}-\mathrm{A}_{3} \overline{\mathrm{~S}}$
- S chart $:$ UCL $_{\bar{S}}=B_{4} \bar{S}$
- $\mathrm{LCL}_{\overline{\mathrm{S}}}=\mathrm{B}_{3} \overline{\mathrm{~S}}$

Where
X is the individual value (data)
n is the sample size
X bar is the average of reading in a sample
S is the standard deviation
S bar is the average of all the standard deviation.
UCL is Upper control limit
LCL is Lower control limit
The below control chart constants are approximate values to measure the control limits for X bar S chart and other control charts based on subgroup size

Unit 11: Statistical Quality Control

| Subgroup | X bar chart |  | Sigma estimate | R chart |  | S chart |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{A}_{\mathbf{2}}$ | $\mathbf{A}_{\mathbf{3}}$ | $\mathbf{d}_{\mathbf{2}}$ | $\mathbf{D}_{\mathbf{3}}$ | $\mathbf{D}_{\mathbf{4}}$ | $\mathbf{B}_{\mathbf{3}}$ | $\mathbf{B}_{\mathbf{4}}$ |
| $\mathbf{2}$ | 1.880 | 2.659 | 1.128 | - | 3.267 | - | 3.267 |
| $\mathbf{3}$ | 1.023 | 1.954 | 1.693 | - | 2.574 | - | 2.568 |
| $\mathbf{4}$ | 0.729 | 1.628 | 2.059 | - | 2.282 | - | 2.266 |
| $\mathbf{5}$ | 0.577 | 1.427 | 2.326 | - | 2.114 | - | 2.089 |
| $\mathbf{6}$ | 0.483 | 1.287 | 2.534 | - | 2.004 | 0.030 | 1.970 |
| $\mathbf{7}$ | 0.419 | 1.182 | 2.704 | 0.076 | 1.924 | 0.118 | 1.882 |
| $\mathbf{8}$ | 0.373 | 1.099 | 2.847 | 0.136 | 1.864 | 0.185 | 1.815 |
| $\mathbf{9}$ | 0.337 | 1.032 | 2.970 | 0.184 | 1.816 | 0.239 | 1.761 |
| $\mathbf{1 0}$ | 0.308 | 0.975 | 3.078 | 0.223 | 1.777 | 0.284 | 1.716 |
| $\mathbf{1 1}$ | 0.285 | 0.927 | 3.173 | 0.256 | 1.744 | 0.321 | 1.679 |
| $\mathbf{1 2}$ | 0.266 | 0.886 | 3.258 | 0.283 | 1.717 | 0.354 | 1.646 |
| $\mathbf{1 3}$ | 0.249 | 0.850 | 3.336 | 0.307 | 1.693 | 0.382 | 1.618 |
| $\mathbf{1 4}$ | 0.235 | 0.817 | 3.407 | 0.328 | 1.672 | 0.406 | 1.594 |
| $\mathbf{1 5}$ | 0.223 | 0.789 | 3.472 | 0.347 | 1.653 | 0.428 | 1.572 |
| $\mathbf{1 6}$ | 0.212 | 0.763 | 3.532 | 0.363 | 1.637 | 0.448 | 1.552 |
| $\mathbf{1 7}$ | 0.203 | 0.739 | 3.588 | 0.378 | 1.622 | 0.466 | 1.534 |
| $\mathbf{1 8}$ | 0.194 | 0.718 | 3.640 | 0.391 | 1.608 | 0.482 | 1.518 |
| $\mathbf{1 9}$ | 0.187 | 0.698 | 3.689 | 0.403 | 1.597 | 0.497 | 1.503 |
| $\mathbf{2 0}$ | 0.180 | 0.680 | 3.735 | 0.415 | 1.585 | 0.510 | 1.490 |
| $\mathbf{2 1}$ | 0.173 | 0.663 | 3.778 | 0.425 | 1.575 | 0.523 | 1.477 |
| $\mathbf{2 2}$ | 0.167 | 0.647 | 3.819 | 0.434 | 1.566 | 0.534 | 1.466 |
| $\mathbf{2 3}$ | 0.162 | 0.633 | 3.858 | 0.443 | 1.557 | 0.545 | 1.455 |
| $\mathbf{2 4}$ | 0.157 | 0.619 | 3.895 | 0.451 | 1.548 | 0.555 | 1.445 |
| $\mathbf{2 5}$ | 0.153 | 0.606 | 3.931 | 0.459 | 1.541 | 0.565 | 1.435 |

Refer common factors for various control charts


Example cont.: In the above example n=4
X bar chart: $\mathrm{UCL}_{\overline{\mathrm{x}}}=\overline{\overline{\mathrm{x}}}+\mathrm{A}_{3} \overline{\mathrm{~S}}=38.54+1.628 * 10.08=54.96$

$$
\mathrm{LCL}_{\overline{\mathrm{x}}}=\overline{\overline{\mathrm{x}}}-\mathrm{A}_{3} \overline{\mathrm{~S}}=38.54-1.628 * 10.08=22.13
$$

S chart $\quad: \mathrm{UCL}_{\overline{\mathrm{S}}}=\mathrm{B}_{4} \overline{\mathrm{~S}}=2.266 * 10.08=22.85$

$$
\mathrm{LCL}_{\overline{\mathrm{s}}}=\mathrm{B}_{3} \overline{\mathrm{~S}}=0
$$

## Interpret $\mathbf{X}$ bar and $S$ chart

Plot both $X$ bar and $S$ chart and identify the assignable causes
Example Cont: Use the above values and plot the $X$ bar and Sigma chart

Task: What is difference between X bar R vs. X bar S chart?


SChart


From the both $X$ bar and $S$ charts it is clearly evident that most of the values are out of control, hence the process is not stable

### 11.5 P-chart

The p-chart is a quality control chart used to monitor the proportion of nonconforming units in different samples of size $n$; it is based on the binomial distribution where each unit has only two possibilities (i.e. defective or not defective). The $y$-axis shows the proportion of nonconforming units while the $x$-axis shows the sample group. Let's take a look at the $R$ code using the qcc package to generate a p-chart


The p-chart generated by $R$ provides significant information for its interpretation, including the samples (Number of groups), both control limits (UCL and LCL), the overall proportion mean (Center) the standard deviation (StdDev), and most importantly, the points beyond the control limits and the violating runs. Engineers must take a special look at these points in order to identify and assign causes attributed to changes in the system that led to nonconforming units.

### 11.6 Np-chart

The np-chart is a quality control chart used to monitor the count of nonconforming units in fixed samples of size n . The y -axis shows the total count of nonconforming units while the x -axis shows the sample group. Let's take a look at the $R$ code using the qce package to generate a np-chart


Example:The np-chart generated by $R$ also provides significant information for its interpretation, just as the p-chart generated above. In the same way, engineers must take a special look to points beyond the control limits and to violating runs in order to identify and assign causes attributed to changes on the system that led to nonconforming units.

NP charts are used to monitor the number of nonconforming units of a process based on samples taken from the process at given times (hours, shifts, days, weeks, months, etc.). Typically, an initial series of samples is used to estimate the average number of nonconforming units per sample. The estimated average is then used to produce control limits for the number of nonconforming units. During this initial phase, the process should be in control. If points are out-of-control during the initial (estimation) phase, the assignable cause should be determined, and the sample should be removed from estimation. Once the control limits have been established for the NP chart, these limits may be used to monitor the number nonconforming going forward. When a point is outside these established control limits it indicates that the number of nonconforming units of the process is out-of-control. An assignable cause is suspected whenever the control chart indicates an out-ofcontrol process

The NP Chart versus the P Chart the NP chart is very similar to the P chart. Rather than focusing on the proportion of nonconforming units, as does the P chart, the NP chart focuses on the average number of non-conforming units. As such, choice of the P or NP chart is simply a matter of preference, as each is a scaled version of the other. One case in which the $P$ chart may be recommended over the NP chart is the case where the sample size varies across samples, since the P chart is easier to interpret for this scenario.

## 11.7 c-chart

A c-chart is an attributes control chart used with data collected in subgroups that are the same size. C-charts show how the process, measured by the number of nonconformities per item or group of items, changes over time. Nonconformities are defects or occurrences found in the sampled subgroup. They can be described as any characteristic that is present but should not be, or any characteristic that is not present but should be. For example a scratch, dent, bubble, blemish, missing button, and a tear would all be nonconformities. C-charts are used to determine if the process is stable and predictable, as well as to monitor the effects of process improvement theories.

## What does it look like?

The c-chart shows the number of nonconformities in subgroups of equal size.


Attribute chart: c chart is also known as the control chart for defects (counting of the number of defects). It is generally used to monitor the number of defects in constant size units. There may be a single type of defect or several different types, but the c chart tracks the total number of defects in each unit and it assumes the underlying data approximate the Poisson distribution. The unit may be a single item or a specified section of items - for example, scratches on plated metal, number of insufficient soldering in a printed circuit board.
c chart takes into account the number of defects in each defective unit or in a given sample. While $p$ chart analyzes the proportions of non-conforming or defective items in a process.
c chart, the number of defects is plotting on the $y$-axis and the number of units on the $x$-axis. The centerline of the c chart ( $\bar{c}$ ) is the total number of defects divided by the number of samples

$$
\bar{c}=\frac{\text { Total number of defects }}{\text { Number of samples }}
$$

## Why and when do you use a c Chart?

C chart is one of the quality control charts used to track the number of defects in a product of constant size, while u chart is used for a varying size.
c-chart is used to determine if the process is stable and predictable and also to monitor the effects of before and after process improvements. c chart is especially used when there are high opportunities for defects in the subgroup, but the actual number of defects is less.
c chart requires that each subgroup's sample size be the same and compute control limits based on the Poisson distribution.

Four types of control charts exist for attribute data. p chart plots the proportion of defective items, and np chart is for the number of defectives. u chart is for the average number of defects per unit and c chart is for the number of defects.


## Assumptions of Attribute charts: chart

The probability of defect is the same for each item
Each unit is independent of the other
The testing procedure should be the same for each lot

### 11.8 Importance of Quality Management

"Quality management" ensures superior quality products and services. Quality of a product can be measured in terms of performance, reliability and durability. Quality is a crucial parameter which differentiates an organization from its competitors. Quality management tools ensure changes in the systems and processes which eventually result in superior quality products and services. Quality management methods such as Total Quality management or Six Sigma have a common goal - to deliver a high quality product. Quality management is essential to create superior quality products which not only meet but also exceed customer satisfaction. Customers need to be satisfied with your brand. Business marketers are successful only when they emphasize on quality rather than quantity. Quality products ensure that you survive the cut throat competition with a smile.

Quality management is essential for customer satisfaction which eventually leads to customer loyalty. How do you think businesses run? Do businesses thrive only on new customers? It is important for every business to have some loyal customers. You need to have some customers who would come back to your organization no matter what.

Would you buy a Nokia mobile again if the previous handset was defective? The answer is NO.
Customers would return to your organization only if they are satisfied with your products and services. Make sure the end-user is happy with your product. Remember, a customer would be happy and satisfied only when your product meets his expectations and fulfills his needs. Understand what the customer expects from you? Find out what actually his need is? Collect relevant data which would give you more insight into customer's needs and demands. Customer feedbacks should be collected on a regular basis and carefully monitored. Quality management ensures high quality products and services by eliminating defects and incorporating continuous changes and improvements in the system. High quality products in turn lead to loyal and satisfied customers who bring ten new customers along with them. Do not forget that you might save some money by ignoring quality management processes but ultimately lose out on your major customers, thus incurring huge losses. Quality management ensures that you deliver products as per promises made to the customers through various modes of promotions. Quality management tools help an organization to design and create a product which the customer actually wants and desires.
Quality Management ensures increased revenues and higher productivity for the organization. Remember, if an organization is earning, employees are also earning. Employees are frustrated only when their salaries or other payments are not released on time. Yes, money is a strong motivating factor. Would you feel like working if your organization does not give you salary on time? Ask yourself. Salaries are released on time only when there is free cash flow. Implementing Quality management tools ensure high customer loyalty, thus better business, increased cash flow, satisfied employees, healthy workplace and so on. Quality management processes make the organization a better place to work.

Remove unnecessary processes which merely waste employee's time and do not contribute much to the organization's productivity. Quality management enables employees to deliver more work in less time.

Quality management helps organizations to reduce waste and inventory. It enables employees to work closely with suppliers and incorporate "Just in Time" Philosophy.
Quality management ensures close coordination between employees of an organization. It inculcates a strong feeling of team work in the employees.
Importance of Quality Management

1) Consistent quality and make of the products

It is highly imperative for the firms to plan, design, execute, and manufacture the product offerings for the target market realizing the Importance of Quality Management and maintaining the parameters of total quality management at every facet.

It helps to maintain the realms of quality on a consistent and continuous basis. Plus the firm is able to conduct market research and study on a regular basis having a drive to offering the products that stand as a testimony to the quality and its principles.
2) Ensures long lasting efficiency


When we come to talk about the factor of efficiency whilst discussing the Importance of Quality Management, it is not only confined to the working efficiency of the staff that is into the manufacturing of the products but also to the each and every employee of the firm and even the types of machinery.

When all the employees of the firm right from the engineers to the sales managers understand and follow the Importance of Quality Management, it improves their efficiency as they know that the product that they are manufacturing and selling is best in class.

The confidence and agility that is gained understanding the overall process, elevate their efficiency in manifolds. And all of it has a cascading effect on the overall sales and profits of the firm.
3) Higher productivity levels

When the firm realizes and follows the Importance of Quality Management in each of its business operations, there is a rise in the productivity of the employees
They know and understand that they working on something that is unique and high on quality plus due to the high parameters of quality, obstacles and bottlenecks are ironed out automatically, thus, increasing their productivity levels.

## 4) Attracts a loyal set of customers

It is the thumb rule of every business and industry domain that the business can successfully survive and thrive in the ever competitive market only if it is able to retain the long list of loyal customers.

Customer nowadays is presented with lot many options and alternatives on a silver platter and is much more aware of the quality standards with the help of social media and digital marketing. Hence, it is very crucial for the firms to follow the Importance of Quality Management in order to attract and retain the loyal set of customers and set their cash registers ringing.
5) Beat the competition in the market

For successfully survive and thrive in the market that is all-time high on the competition for the new as well existing brands, it is vital for the firms to understand the Importance of Quality Management and make it as an integral part of its objectives and work culture.
There are many brands in the market that have to shut their stores and business operations in a short period of time as they are unable to adhere to the standards of quality. As mentioned above, the customer nowadays is much more aware and agile plus there are lot many other brands in the market waiting for you to leave the market.

Hence, TQM is one of the sure shot ways and means to beat the competition and carve a distinctive identity for your brand in the market.
6) Enhanced brand value


In continuation of the above-mentioned point, every brand needs a higher market share and an enhanced brand value. And it is the aspect of following and astutely understanding the Importance of Quality Management that helps the firm make its brand value and equity soar amongst other prominent players of the market.
7) Customer Satisfaction:

Customer Satisfaction and following the Importance of Quality Management go hand in hand. Realizing its importance at each and every level of your business operation ensures the higher level of customer satisfaction and happiness.
Majority of customers today wish to go for the products that are high on quality and they don't mind paying an extra amount of money for the same. And if there is any sort of glitch in the quality of the products, the customer realizes the same at the very same moment and perceives the brand in a negative light.

With the power of social media and various industry-specific forums on the digital space, it takes no time for any customer to spread it and make it viral that deteriorates the brand value of the firm.
8) Reduced risks

Yet another aspect that helps the firm to enhance and maintain its brand value in the market is the reduced amount of risks. And risks only occur in the business operations when the firm does not adhere to the parameters of quality.

Risk mainly occur during the manufacturing process of the products and whilst dealing with the customers during the before and after sales procedures. Hence, it is of the vital significance for the firms to understand the Importance of Quality Management especially in these two aspects of the business.

## 9) Less human errors

When the firm follows the Importance of Quality Management, it also follows a set of guidelines and principles that have been framed for each of the business operations. And right from the top management to the management trainees of the firm, all of them have to follow the same.
This result in the less amount of human errors enhancing the productivity and work efficiency levels. Plus with less human errors there is a very low chance of risks
10) Increased revenues and profits


In today's dynamic market that is ever high on competition, it is very difficult for the firm to generate the desired revenues and profits meeting their long term and short term objectives. And following the Importance of Quality Management is one of the assured ways to accomplish all the business aims and objectives.

It ensures a high level of customer satisfaction, high brand value, higher market share, loyal customers, and a competitive edge. But many a time, firm fail to understand this simple and one of the most crucial fundamentals making them incur losses.

## Summary

An X-bar and R (range) chart is a pair of control charts used with processes that have a subgroup size of two or more

X Bar S charts often used control chart to examine the process mean and standard deviation over the time.

Quality management" ensures superior quality products and services. Quality of a product can be measured in terms of performance, reliability and durability

## Keywords

Statistical tools: Applications of statistical methods in order to visualize, interpret and anticipate outcomes over collected data.

Quality "a characteristic of fitness for purpose at lowest cost", or "degree of perfection that suffices the customer requirements". Quality can be defined as "the entirety of features and characteristics for products and services satisfying implicit and explicit demands of customers.

Control: An approach of measuring and inspecting a certain phenomenon for a product or a service, control suggests when to inspect, and how much to inspect

## SelfAssessment

1. $\qquad$ , the use of statistical methods in the monitoring and maintaining of the quality of products and services
A. Statistical quality control
B. Standard quality control
C. Symmetry quality control
D. None of these
2. $\qquad$ uses sampling and statistical methods to monitor the quality of an ongoing process such as a production operation.
A. Statistical process control
B. Statistical quality control
C. Standard quality control
D. Symmetry quality control
3. The $\qquad$ is a graph used to study how a process changes over time
A. Control chart
B. Carrier chart
C. Histogram
D. Bar chart
4. $\qquad$ is not suitable for continuously monitoring the process.
A. Control chart
B. Histogram
C. Both of these
D. None of these
5. The chart is particularly advantageous when your sample size is relatively small and constant.
A. xbar and r chart
B. xbar and s chart
C. X chart
D. Y chart
6. $\qquad$ chart is a pair of control charts used with processes that have a subgroup size of two or more
A. xbar and r chart
B. xbar and s chart
C. X chart
D. Y chart
7. $X$ Bar S charts often used control chart to examine the process mean and standard deviation over the time
A. xbar and r chart
B. xbar and s chart
C. X chart
D. Y chart
8. These charts are used when the subgroups have large sample size
A. xbar and r chart
B. xbar and s chart
C. X chart
D. Y chart
9. $\qquad$ charts plots the subgroup standard deviation
A. xbar and r chart
B. xbar and s chart
C. X chart
D. Y chart
10. $\qquad$ charts plots the subgroup Range
A. xbar and $r$ chart
B. xbar and s chart
C. X chart
D. Y chart
11. Which chart to use when your subgroup sizes are 9 or greater
A. xbar and $r$ chart
B. xbar and s chart
C. X chart
D. Y chart
12. $\qquad$ is a quality control chart used to monitor the proportion of nonconforming units in different samples of size $n$.
A. xbar and $r$ chart
B. xbar and $s$ chart
C. P chart
D. Y chart
13. The $\qquad$ is a quality control chart used to monitor the count of nonconforming units in fixed samples of size $n$.
A. xbar and $r$ chart
B. xbar and s chart
C. NP chart
D. Y chart
14. A $\qquad$ is an attributes control chart used with data collected in subgroups that are the same size
A. xbar and r chart
B. xbar and s chart
C. C chart
D. Y chart
15. $\qquad$ requires that each subgroup's sample size be the same and compute control limits based on the Poisson distribution.
A. xbar and $r$ chart
B. xbar and s chart
C. C chart
D. Y chart

## Answers for Self Assessment

1. A
2. A
3. A
4. B
5. A
6. A
7. B
8. B
9. B
10. A
11. B
12. C
13. C
14. C
15. C

## Review Questions

1. What is difference between SPC and SQC?
2. What are some of the benefits of SQC?
3. What does an $X$ bar $R$ chart tell you?
4. Why are $X$ bar and $R$ charts used together?
5. What is p-chart and NP chart?
6. Create a flow chart explaining conditions for different flow charts?
7. Why statistical process control is important in business
8. What are the main objectives of quality control?
9. What is difference between $X$ bar $R$ chart and $X$ bar $S$ chart?
10. In what scenario p and Np chart is used?

## [D] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by Hossein Pishro-Nik


## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability


## Unit 12: Charts for Attributes

CONTENTS
Objectives
Introduction
$12.1 \quad$ Selection of Control chart
$12.2 \quad$ P Control Charts
$12.3 \quad$ How do you Create a p Chart?
$12.4 \quad$ NP chart
$12.5 \quad$ How do you Create an np Chart?
$12.6 \quad$ What is a c Chart?
$12.7 \quad$ Example of using a c Chart in a Six Sigma project
Summary
Keywords
Self Assessment
Answers for Self Assessment
Review Questions
Further Readings

CONTENTS
Objectives
Introduction
12.1 Selection of Control chart
12.2 P Control Charts
12.3 How do you Create a p Chart?
12.4 NP chart
12.5 How do you Create an np Chart?
12.6 What is a c Chart?
12.7 Example of using a c Chart in a Six Sigma project

Summary
Keywords
Self Assessment
Answers for Self Assessment

Further Readings

## Objectives

- Understand basics of Quality control charts
- Learn concepts of p chart.
- Define basic terms of np chart.
- Understand concept of c chart.


## Introduction

Quality control charts represent a great tool for engineers to monitor if a process is under statisticalcontrol. They help visualize variation, find and correct problems when they occur, predict expected ranges of outcomes and analyze patterns of process variation from special or common causes. Quality control charts are often used in Lean Six Sigma projects and DMAIC projects under the control phase and are considered as one of the seven basic quality tools for process improvement.
However, how can we determine the right quality control chart to use for monitoring a process? The following decision tree can be used to identify which is the correct quality control chart to use based on the given data:

### 12.1 Selection of Control chart

The control chart is a graph used to study how process changes over time. A control chart always has a central line for average, an upper line for upper control limit, and lower line for the lower control limit. The control limits are $\pm 3 \sigma$ from the centerline.

Selection of appropriate control chart is very important in control charts mapping, otherwise ended up with inaccurate control limits for the data.
$X$ and R chart are used for measurable quantities such as length, weight height. Attribute control charts are used for attribute data. In other words, the data that counts the number of defective items or the number of defects per unit. For example, number of tubes failed on a shop floor. Unlike variable charts, only one chart is plotted for attributes


### 12.2 P Control Charts

$P$ charts are used to monitor the proportion of nonconforming units of a process based on samples taken from the process at given times (hours, shifts, days, weeks, months, etc.). Typically, an initial series of samples is used to estimate proportion nonconforming of a process. The estimated proportion is then used to produce control limits for the proportions. During this initial phase, the process should be in control. If points are out-of-control during the initial (estimation) phase, the assignable cause should be determined, and the sample should be removed from estimation. Once the control limits have been established for the P chart, these limits may be used to monitor the proportion nonconforming of the process going forward. When a point is outside these established control limits it indicates that the proportion nonconforming of the process is out-of-control. An assignable cause is suspected whenever the control chart indicates an out-of-control process.


Attribute charts: p chart is also known as the control chart for proportions. It is generally used to analyze the proportions of non-conforming or defective items in a process. It uses binomial distribution to measure the proportion of defectives or non-confirming units in a sample.

In p-chart, proportions are plots on the $y$-axis and the number of samples on the $x$-axis. The centerline of p chart ( p ) is the total number of defectives or non-conforming units divided by the total number of items sampled.

$$
\bar{p}=\frac{\text { Total number of defectives }}{\text { Total number of items sampled }}
$$

## Why and when do you use a p Chart?

p chart is one of the quality control charts is used to assess trends and patterns in counts of binary events (e.g., pass, fail) over time. p charts are used when the subgroups are not equal in size and compute control limits based on the binomial distribution.
There are basically four types of control charts that exist for attribute data. np chart is for the number of defectives, and $u$ chart is for the number of defects per unit, c chart is for the number of defects. Similarly, the p chart plots the proportion of defective items.


## Assumptions of Attribute charts: $\mathbf{p}$ chart

- The probability of non-conformance is the same for each item
- There should be two events (pass or fail), and they are mutually exclusive
- Each unit is independent of the other
- The testing procedure should be the same for each lot


## p chart formulas

$$
\begin{gathered}
\bar{n}=\frac{\sum n}{\sum n} \\
\bar{p}=\frac{\sum n p}{\sum n} \\
U C L_{p}=\bar{p}+3 \sqrt{\frac{\bar{p}(1-\bar{p})}{\bar{n}}} \\
L C L_{p}=\bar{p}-3 \sqrt{\frac{\bar{p}(1-\bar{p})}{\bar{n}}}
\end{gathered}
$$

- Where $\mathrm{np}=$ number of defectives in the sample
- $k=$ number of lots
- $\mathrm{n}=$ sample size


### 12.3 How do you Create a p Chart?

Determine the subgroup size. The subgroup size must be large enough for the p chart; otherwise, control limits may not be accurate when estimated from the data.

Calculate each subgroups non conformities rate $=n p / n$
Compute $\bar{p}=$ total number of defectives $/$ total number of samples $=\Sigma n p / \Sigma n$
Calculate upper control limit (UCL) and low control limit (LCL). If LCL is negative, then consider it as 0 . Since the sample sizes are unequal, the control limits vary from sample interval to sample interval.
Plot the graph with proportion on the $y$-axis, lots on the $x$-axis: Draw centerline, UCL and LCL.
Finally, interpret the data to determine whether the process is in control.
Example of using a p Chart in a Six Sigma project
Example: ABC manufacturing produces thousands of tubes every day. A Quality inspector randomly drawn variable samples for 20 days and reported the defective tubes for each sample size. Based on the given data, prepare the control chart for fraction defective and determine the process in statistical control?

| Lot | Sample <br> Size | Number of defective <br> in the sample (np) |
| :---: | :---: | :---: |
| 1 | 1250 | 18 |
| 2 | 1300 | 15 |
| 3 | 1350 | 13 |
| 4 | 1200 | 16 |
| 5 | 1050 | 8 |
| 6 | 1050 | 6 |
| 7 | 1200 | 18 |
| 8 | 1100 | 14 |
| 9 | 1000 | 22 |
| 10 | 600 | 12 |
| 11 | 1350 | 13 |
| 12 | 1250 | 19 |
| 13 | 1200 | 33 |
| 14 | 1100 | 20 |
| 15 | 1050 | 20 |
| 16 | 950 | 20 |
| 17 | 1560 | 22 |
| 18 | 1150 | 17 |
| 19 | 1230 | 19 |
| 20 | 1100 | 21 |

Calculate each sub groups non conformities rate $=n p / n$

| Lot | Sample <br> Size | Number of defective in <br> the sample (np) | Deiective Rate |
| :---: | :---: | :---: | :---: |
| 1 | 1250 | 18 | 0.01440 |
| 2 | 1300 | 15 | 0.01154 |
| 3 | 1350 | 13 | 0.00963 |
| 4 | 1200 | 16 | 0.01333 |
| 5 | 1050 | 8 | 0.00762 |
| 6 | 1050 | 6 | 0.00571 |
| 7 | 1200 | 18 | 0.01500 |
| 8 | 1100 | 14 | 0.01273 |
| 9 | 1000 | 22 | 0.02200 |
| 10 | 600 | 12 | 0.02000 |
| 11 | 1350 | 13 | 0.00963 |
| 12 | 1250 | 19 | 0.01520 |
| 13 | 1200 | 33 | 0.02750 |
| 14 | 1100 | 20 | 0.01818 |
| 15 | 1050 | 20 | 0.01905 |
| 16 | 950 | 20 | 0.02105 |
| 17 | 1560 | 22 | 0.01410 |
| 18 | 1150 | 17 | 0.01478 |
| 19 | 1230 | 19 | 0.01545 |
| 20 | 1100 | 21 | 0.01909 |
|  | 23040 | 346 |  |

- no of lots $\mathrm{k}=20$
- $\overline{\mathrm{n}}=\Sigma \mathrm{n} / \mathrm{k}=23040 / 20=1152$

Compute $\overline{\bar{p}}=$ total number of defectives $/$ total number of samples $=\Sigma n p / \Sigma n=346 / 23040=$ 0.01502

- $1-\bar{p}=0.98498$

Calculate upper control limit (UCL) and low control limit (LCL). Since the sample sizes are unequal, the control limits vary from sample interval to sample interval.

$$
\begin{aligned}
& U C L_{p}=\bar{p}+3 \sqrt{\frac{\bar{p}(1-\bar{p})}{n_{i}}} \\
& L C L_{p}=\bar{p}-3 \sqrt{\frac{\bar{p}(1-\bar{p})}{n_{i}}}
\end{aligned}
$$

| Lot | Sample <br> Size | Number of <br> defective in <br> the sample <br> $(\mathrm{np})$ | Defective <br> Rate | $\overline{\mathrm{p}}$ | UCLp | LCLp |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1250 | 18 | 0.01440 | 0.01502 | 0.02534 | 0.00470 |
| 2 | 1300 | 15 | 0.01154 | 0.01502 | 0.02514 | 0.00490 |
| 3 | 1350 | 13 | 0.00963 | 0.01502 | 0.02495 | 0.00509 |
| 4 | 1200 | 16 | 0.01333 | 0.01502 | 0.02555 | 0.00448 |
| 5 | 1050 | 8 | 0.00762 | 0.01502 | 0.02628 | 0.00376 |
| 6 | 1050 | 6 | 0.00571 | 0.01502 | 0.02628 | 0.00376 |
| 7 | 1200 | 18 | 0.01500 | 0.01502 | 0.02555 | 0.00448 |
| 8 | 1100 | 14 | 0.01273 | 0.01502 | 0.02602 | 0.00402 |
| 9 | 1000 | 22 | 0.02200 | 0.01502 | 0.02656 | 0.00348 |
| 10 | 600 | 12 | 0.02000 | 0.01502 | 0.02991 | 0.00012 |
| 11 | 1350 | 13 | 0.00963 | 0.01502 | 0.02495 | 0.00509 |
| 12 | 1250 | 19 | 0.01520 | 0.01502 | 0.02534 | 0.00470 |
| 13 | 1200 | 33 | 0.02750 | 0.01502 | 0.02555 | 0.00448 |
| 14 | 1100 | 20 | 0.01818 | 0.01502 | 0.02602 | 0.00402 |
| 15 | 1050 | 20 | 0.01905 | 0.01502 | 0.02628 | 0.00376 |
| 16 | 950 | 20 | 0.02105 | 0.01502 | 0.02686 | 0.00318 |
| 17 | 1560 | 22 | 0.01410 | 0.01502 | 0.02426 | 0.00578 |
| 18 | 1150 | 17 | 0.01478 | 0.01502 | 0.02578 | 0.00426 |
| 19 | 1230 | 19 | 0.01545 | 0.01502 | 0.02542 | 0.00461 |
| 20 | 1100 | 21 | 0.01909 | 0.01502 | 0.02602 | 0.00402 |
|  | 23040 | 346 |  |  |  |  |

Interpret the chart: The proportion of defectives on day 13 is higher than the upper control limit (UCL). Therefore, the process is out of control. Black belts or statisticians to identify the root cause for the cause and take appropriate corrective action to bring the process in control.

## Uses of p chart

- To detect unexpected changes in the process; maybe special cause in the process
- Monitor the process stability over time.
- Compare process performance before and after significant process improvements.


### 12.4 NP chart

An np-chart is an attributes control chart used with data collected in subgroups that are the same size. Np-charts show how the process, measured by the number of nonconforming items it produces, changes over time. The process attribute (or characteristic) is always described in a yes/no, pass/fail, go/no go form. For example, the number of incomplete accident reports in a constant daily sample of five would be plotted on an np-chart. Np-charts are used to determine if the process is stable and predictable, as well as to monitor the effects of process improvement theories. Np-charts can be created using software programs like

What does it look like?
The np-chart shows the number of nonconforming units in subgroups of set sizes.


Why and when do you use an $n p$ Chart?
np chart is one of the quality control charts is used to assess trends and patterns in counts of binary events (e.g., pass, fail) over time. np chart requires that the sample size of the each subgroup be the same and compute control limits based on the binomial distribution.

There are basically four types of control charts that exist for attribute data. u chart is for the number of defects per unit, c chart is for the number of defects. p chart plots the proportion of defective items. The np chart reflects integer numbers rather than proportions. The applications of np chart are basically the same as the applications for the p chart.


Assumptions of Attribute charts: np chart

- The probability of non-conformance is the same for each item
- There should be two events (pass or fail), and they are mutually exclusive
- Each unit is independent of the other
- The testing procedure should be the same for each lot
np chart formulas

$$
\begin{gathered}
n \bar{p}=\frac{\sum n p}{k} \\
\bar{p}=\frac{\sum n p}{\sum n} \\
U C L_{n p}=\mathrm{n} \bar{p}+3 \sqrt{n \bar{p}(1-\bar{p})} \\
L C L_{n p}= \\
\mathrm{n} \bar{p}-3 \sqrt{n \bar{p}(1-\bar{p})}
\end{gathered}
$$

- Where $\mathrm{np}=$ total number of defectives in the samples
- $\mathrm{k}=$ number of lots
- $\mathrm{n}=$ sample size


### 12.5 How do you Create an np Chart?

Determine the subgroup size. The subgroup size must be large enough for the np chart; otherwise, control limits may not be accurate when estimated from the data.
Count the number of defectives in each sample
Compute $\bar{p}=$ total number of defectives $/$ total number of samples $=\Sigma n \mathrm{p} / \Sigma \mathrm{n}$
Calculate centerlinenp $\overline{=}=$ total number of defectives $/$ no of lots $=\Sigma n p / k$
Calculate upper control limit (UCL) and low control limit (LCL), If LCL is negative, then consider it as 0 .

Plot the graph with defectives on the $y$-axis, lots on the $x$-axis: Draw centerline, UCL and LCL. Use these limits to monitor the number of defectives or nonconforming going forward.

Finally, interpret the data to determine whether the process is in control.

## Example of using an np Chart in a Six Sigma project

Example: Smart bulbs Inc is a famous LED bulb manufacturer. Supervisor drawn randomly constant sample size of 200 bulbs every hour and reported the number of defective bulbs for each lot. Based on the given data, prepare the control chart for the number of defectives and determine process is in statistical control?

| Lot | Sample <br> Size | Number of defective <br> in the sample (np) |
| :---: | :---: | :---: |
| 1 | 200 | 4 |
| 2 | 200 | 8 |
| 3 | 200 | 6 |
| 4 | 200 | 6 |
| 5 | 200 | 4 |
| 6 | 200 | 8 |
| 7 | 200 | 2 |
| 8 | 200 | 1 |
| 9 | 200 | 9 |
| 10 | 200 | 6 |
| 11 | 200 | 8 |
| 12 | 200 | 1 |
| 13 | 200 | 2 |
| 14 | 200 | 9 |
| 15 | 200 | 4 |
| 16 | 200 | 3 |
| 17 | 200 | 9 |
| 18 | 200 | 6 |
| 19 | 200 | 2 |
| 20 | 200 | 7 |

- no of lots $k=20$
- $\Sigma n p=105$
- $\Sigma n=4000$

Compute $\bar{p}=$ total number of defectives $/$ total number of samples $=\Sigma n p / \Sigma n=105 / 4000=$ 0.0263

- $1-\bar{p}=0.9738$

Calculate centreline $n \bar{p}=$ total number of defectives/no of lots $=\Sigma n p / k=105 / 20=5.3$

Calculate upper control limit (UCL) and low control limit (LCL)

$$
\begin{gathered}
U C L_{n p}=n \bar{p}+3 \sqrt{n \bar{p}(1-\bar{p})}=5.3+3 \sqrt{5.3 * 0.9738}=12.03 \\
L C L_{n p}=n \bar{p}-3 \sqrt{n \bar{p}(1-\bar{p})}=5.3-3 \sqrt{5.3 * 0.9738}=-1.5=0
\end{gathered}
$$

Plot the graph with number of defectives on the $y$-axis, number of samples on the $x$-axis. Draw
center line ( $\mathrm{n} \overline{\mathrm{F}}$ ), UCL and LCL.

## np chart



Interpret the chart: If any of the point in the chart is outside of $\pm 3 \sigma$ limit, then consider the process is out of control. In the above example all the points or number of defective bulbs within each lot is between the UCL and LCL.

### 12.6 What is a c Chart?

Attribute chart: c chart is also known as the control chart for defects (counting of the number of defects). It is generally used to monitor the number of defects in constant size units. There may be a single type of defect or several different types, but the c chart tracks the total number of defects in each unit and it assumes the underlying data approximate the Poisson distribution. The unit may be a single item or a specified section of items - for example, scratches on plated metal, number of insufficient soldering in a printed circuit board.
c chart takes into account the number of defects in each defective unit or in a given sample. While p chart analyses the proportions of non-conforming or defective items in a process.
c chart, the number of defects is plotting on the $y$-axis and the number of units on the $x$-axis. The centerline of the c chart ( $\bar{c}$ ) is the total number of defects divided by the number of samples.

$$
\bar{c}=\frac{\text { Total number of defects }}{\text { Number of samples }}
$$

Why and When do you use a c Chart?
c chart is one of the quality control charts used to track the number of defects in a product of constant size, while u chart is used for a varying size.
c-chart is used to determine if the process is stable and predictable and also to monitor the effects of before and after process improvements. c chart is especially used when there are high opportunities for defects in the subgroup, but the actual number of defects is less.
c chart requires that each subgroup's sample size be the same and compute control limits based on the Poisson distribution.

Four types of control charts exist for attribute data. p chart plots the proportion of defective items, and np chart is for the number of defectives. $u$ chart is for the average number of defects per unit and c chart is for the number of defects.

Attribute Chart: c Chart


Assumptions of Attribute charts: c chart
The probability of defect is the same for each item
Each unit is independent of the other
The testing procedure should be the same for each lot
How do you Create a c Chart?
Determine the subgroup size. The subgroup size must be large enough for the c chart; otherwise, control limits may not be accurate when estimated from the data.

Count the number of defects in each sample

Compute centerline $\overline{\mathrm{c}}=$ total number of defects / number of samples $=\Sigma \mathrm{c} / \mathrm{k}$
Calculate upper control limit (UCL) and low control limit (LCL). If LCL is negative, then consider it as 0 .

Plot the graph with number of defects on the $y$-axis, lots on the $x$-axis: Draw centerline, UCL and LCL. Use these limits to monitor the number of defects going forward.

Finally, interpret the data to determine whether the process is in control.

### 12.7 Example of using a c Chart in a Six Sigma Project

Example: Mobile charger supplier drawn randomly constant sample size of 500 chargers every day for quality control test. Defects in each charger are recorded during testing. Based on the given data, draw the appropriate control chart and comment on the state of control.

| Lot | Sample <br> Size | Number of defects In <br> the sample (c) |
| :---: | :---: | :---: |
| 1 | 500 | 12 |
| 2 | 500 | 14 |
| 3 | 500 | 16 |
| 4 | 500 | 18 |
| 5 | 500 | 16 |
| 6 | 500 | 14 |
| 7 | 500 | 12 |
| 8 | 500 | 12 |
| 9 | 500 | 32 |
| 10 | 500 | 16 |
| 11 | 500 | 18 |
| 12 | 500 | 16 |
| 13 | 500 | 14 |
| 14 | 500 | 12 |
| 15 | 500 | 16 |
| 16 | 500 | 18 |
| 17 | 500 | 12 |
| 18 | 500 | 19 |
| 19 | 500 | 18 |
| 20 | 500 | 21 |

- no of lots $\mathrm{k}=20$
- $\Sigma c=326$

Compute $\overline{\mathrm{C}}=$ total number of defects $/$ total number of lots $=\Sigma \mathrm{c} / \mathrm{k}=326 / 20=16.3$

Then calculate upper control limit (UCL) and low control limit (LCL)

$$
\begin{aligned}
& U C L_{c}=\bar{c}+3 \sqrt{\bar{c}}=16.3+3 \sqrt{16.3}=28.4 \\
& L C L_{c}=\bar{c}-3 \sqrt{\bar{c}}=16.3-3 \sqrt{16.3}=4.19
\end{aligned}
$$

Plot the graph with number of defects on the $y$-axis, lots on the $x$-axis and also draw center line (C), UCL and LCL.

## c chart



Interpret the chart: If any of the points in the chart is outside of $\pm 3 \sigma$ limit, then consider the process is out of control. In the above example, the average number of defects per lot is 16.3 . Sample 9 is outside of the control limit. Hence the process is out of control. Thus, team needs to identify the root cause for the special cause variation.

## Summary

- In statistical quality control, the p-chart is a type of control chart used to monitor the proportion of nonconforming units in a sample, where the sample proportion nonconforming is defined as the ratio of the number of nonconforming units to the sample size,
- An np-chart is an attributes control chart used with data collected in subgroups that are the same size. Np-charts show how the process, measured by the number of nonconforming items it produces, changes over time.
- The process attribute (or characteristic) is always described in a yes/no, pass/fail, go/no go form.
- An NP chart is a data analysis technique for determining if a measurement process has gone out of statistical control.
- In statistical quality control, the c-chart is a type of control chart used to monitor "count"-type data, typically total number of nonconformities per unit.


## Keywords

- A c-chart is an attributes control chart used with data collected in subgroups that are the same size
- While p chart analyzes the proportions of non-conforming or defective items in a process. c chart, the number of defects is plotting on the $y$-axis and the number of units on the $x$-axis.
- A quality control chart is a graphical representation of whether a firm's products or processes are meeting their intended specifications.
- If problems appear to arise, the quality control chart can be used to identify the degree by which they vary from those specifications and help in error correction.


## Self Assessment

1. What type of control chart can be used to plot "number of defectives in the output of a process for making a machine part" data?
A. p-chart
B. c-chart
C. u-chart
D. s-chart
2. Which of the control chart is used to find out variability in the data?
A. s-chart
B. x-chart
C. p-chart
D. c-chart
3. Which of the charts are more efficient to find out variability in the data when the sample size is more than 10 ?
A. R-chart
B. c-chart
C. s-chart
D. p-chart
4. Which of these is an advantage of attribute control chart?
A. Much useful information about the process performance can be gathered
B. Mean and variability is obtained directly
C. One quality characteristic is observed at a time
D. Several quality characteristics can be considered jointly
5. Which of these is an advantage of variable control chart?
A. Numerous quality characteristics considered at a time
B. To achieve the information very easily about the mean and variability
C. To have analyses of units nonconforming
D. To analyze the defects in one unit
6. X bar and R charts are $\qquad$ indicators of trouble.
A. Trailing
B. Inferior
C. Leading
D. Secondary
7. The efficiency of variable control charts is $\qquad$ the efficiency of the p-charts when p is small and far away from 0.5.
A. Lesser than
B. More than
C. Equal to
D. Non-predictable
8. The efficiency of p-charts is $\qquad$ the efficiency of the $x$ bar and $R$ charts when $p$ is closer to 0.5 .
A. Equal to
B. More than
C. Less than
D. Non-predictable
9. Which of these is most economical in long term?
A. $x$ And $R$ charts
B. c-chart
C. p-chart
D. u-chart
10. $\qquad$ charts show the proportion of nonconforming units on the $y$-axis
A. $n p$ chart
B. z-chart
C. p-chart
D. 1-chart
11. $\qquad$ charts show the whole number of nonconforming units on the $y$-axis.
A. np chart
B. z-chart
C. p-chart
D. 1-chart
12. A $\qquad$ is used to record the proportion of defective units in a sample
A. np chart
B. z-chart
C. p-chart
D. 1-chart
13. A $\qquad$ is used to record the number of defects in a sample.
A. np chart
B. z-chart
C. C-chart
D. 1-chart
14. The $\qquad$ chart is a type of control chart that is used in the monitoring of count-type data which is usually the total number of conformities per unit
A. $n p$ chart
B. z-chart
C. C-chart
D. 1-chart
15. A $\qquad$ is an attributes control chart used with data collected in subgroups that are the same size.
A. $n p$ chart
B. z-chart
C. C-chart
D. 1-chart

## Answers for Self Assessment

| 1. | A | 2. | A | 3. | C | 4. | D | 5. | B |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6. | C | 7. | B | 8. | B | 9. | A | 10. | C |
| 11. | A | 12. | C | 13. | C | 14. | C | 15. | C |

## Review Questions

- What is p-chart with examples?
- Which distribution is used in p-chart?
- How do you calculate NP chart?
- What does a NP chart tell you?
- Can sample size vary in NP chart?
- Why is the np chart not appropriate with the variable sample size?
- What is the difference between p-chart and np chart?
- What does c-chart show?
- Which distribution is used for c-chart?
- How are the control limits for c-chart obtained?


## $\square$ <br> Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, A
- Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics
- Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...
- Book by HosseinPishro-Nik



## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objectives

After this unit Students will able to

- understand basics of Index Numbers,
- learn about features of Index Numbers,
- understand construction of Index Numbers in statistics,
- understand Consumer Price Index,
- solve basic questions related to Index Numbers.


## Introduction

## Meaning of Index Numbers:

The value of money does not remain constant over time. It rises or falls and is inversely related to the changes in the price level. A rise in the price level means a fall in the value of money and a fall in the price level means a rise in the value of money. Thus, changes in the value of money are reflected by the changes in the general level of prices over a period of time. Changes in the general level of prices can be measured by a statistical device known as 'index number.'
Index number is a technique of measuring changes in a variable or group of variables with respect to time, geographical location or other characteristics. There can be various types of index numbers, but, in the present context, we are concerned with price index numbers, which measures changes in the general price level (or in the value of money) over a period of time.

Price index number indicates the average of changes in the prices of representative commodities at one time in comparison with that at some other time taken as the base period. According to L.V. Lester, "An index number of prices is a figure showing the height of average prices at one time relative to their height at some other time which is taken as the base period."
Index number in statistics is the measurement of change in a variable or variables across a determined period. It will show general relative change and not a directly measurable figure. An index number is expressed in percentage form.

## Importance of Index Number

Index numbers occupy an important place due to its efficacy in measuring the extent of economic changes across a stipulated period. It helps to study such changes' effects due to factors that cannot be directly measured.

### 13.1 Characteristics of Index Numbers



The main features of index numbers are -
It is a special category of average for measuring relative changes in such instances where absolute measurement cannot be undertaken

## 

Example:Index number only shows the tentative changes in factors that may not be directly measured. It gives a general idea of the relative changes

The method of index number measure alters from one variable to another related variable
It helps in the comparison of the levels of a phenomenon concerning a specific date and to that of a previous date

It is representative of a special case of averages especially for a weighted average
Index numbers have universal utility. The index that is used to ascertain the changes in price can also be used for industrial and agricultural production.

### 13.2 Types of Index Numbers




Task: What are different features of Index numbers?

## Its major types are -

Value Index:A value index number is formed from the ratio of the aggregate value for a particular period with that of the aggregate value that is found in the base period. The value index is utilised in for inventories, sales and foreign trade, among others.

Quantity Index: A quantity index number is used to measure changes in the volume or quantity of goods that are produced, consumed and sold within a stipulated period. It shows the relative change across a period for particular quantities of goods. Index of Industrial Production (IIP) is an example of Quantity Index.
Price Index: A price index number is used to measure how price alters across a period. It will indicate the relative value and not the absolute value. The Consumer Price Index (CPI) and Wholesale Price Index (WPI) are major examples of a price index.

### 13.3 Uses of Index Number in Statistics

It helps in measuring changes in the standard of living as well as the price level.
Wage rate regulation is consistent with the changes in the price level. With the determination of price levels, wage rates may be revised.
Government policies are framed following the index number of prices. This price stability inherent to fiscal and economic policies is based on index numbers.
It gives a pointer for international comparison concerning different economic variables-for instance, living standards between two countries.

### 13.4 Advantages of Index Number

It adjusts primary data at varying costs, which is useful for deflating. It facilitates the transformation from nominal wage to real wage.

Index numbers find extensive usage in economics and help in the framing of appropriate policies. Such findings help with the establishment of researches as well.
It helps in case of trends such as drawing outcomes for irregular forces and cyclical forces.
Index number can be leveraged in case of future development of activities in the economic sphere. This time series analysis is utilized for the determination trends and cyclical developments.
The number is useful in measuring the changes that take place in the standard of living in different countries over an established period.

### 13.5 Limitations and Features of Index Number

There are chances for errors given that index numbers come as a result of samples. These samples are put together after deliberation, which creates chances for errors. It can also be found in weights or base periods etc.

It is always calculated based on items. Items that are so selected may not exactly be in trend, which in turn creates an inaccurate analysis.
Multiple methods can be used to formulate index numbers. Due to this multiplicity of methods, outcomes may bring forward a different set of values which may further lead to confusion.
The index numbers show the approximate indications of the relative changes that occur. Moreover, the changes in variables that are compared over a prolonged time may fall short on reliability.

The selection of representative commodities may be skewed. It is since these commodities are based on samples.

### 13.6 Features of Index Numbers

The following are the main features of index numbers:
(i) Index numbers are a special type of average. Whereas mean, median and mode measure the absolute changes and are used to compare only those series which are expressed in the same units, the technique of index numbers is used to measure the relative changes in the level of a phenomenon where the measurement of absolute change is not possible and the series are expressed in different types of items.
(ii) Index numbers are meant to study the changes in the effects of such factors which cannot be measured directly. For example, the general price level is an imaginary concept and is not capable of direct measurement. But, through the technique of index numbers, it is possible to have an idea of relative changes in the general level of prices by measuring relative changes in the price level of different commodities.
iii) The technique of index numbers measures changes in one variable or group of related variables. For example, one variable can be the price of wheat, and group of variables can be the price of sugar, the price of milk and the price of rice.
(iv) The technique of index numbers is used to compare the levels of a phenomenon on a certain date with its level on some previous date (e.g., the price level in 1980 as compared to that in 1960 taken as the base year) or the levels of a phenomenon at different places on the same date (e.g., the price level in India in 1980 in comparison with that in other countries in 1980).

Steps or Problems in the Construction of Price Index Numbers:
The construction of the price index numbers involves the following steps or problems:

1. Selection of Base Year: The first step or the problem in preparing the index numbers is the selection of the base year. The base year is defined as that year with reference to which the price changes in other years are compared and expressed as percentages. The base year should be a normal year.

## Notes:What is Base Period?

When you have two given periods, the period with which a comparison is made, is the base period.
An index number begins in a specific year called the base year or reference year, whose value is 100 . And in the following years, the percentage increases tend to shift the index number above or below its base value, i.e. 100. This means that, if the index number for a year is 105 , it reflects a $5 \%$ rise from the base year, whereas when the index number is 95 , it signifies a $5 \%$ fall from its base year value

In other words, it should be free from abnormal conditions like wars, famines, floods, political instability, etc. Base year can be selected in two ways-
a) through fixed base method in which the base year remains fixed; and
b) through chain base method in which the base year goes on changing, e.g., for 1980 the base year will be 1979, for 1979 it will be 1978, and so on.
2. Selection of Commodities: The second problem in the construction of index numbers is the selection of the commodities. Since all commodities cannot be included, only representative commodities should be selected keeping in view the purpose and type of the index number.

In selecting items, the following points are to be kept in mind:
a) The items should be representative of the tastes, habits and customs of the people.
b) Items should be recognizable,
c) Items should be stable in quality over two different periods and places.
d) The economic and social importance of various items should be considered
e) The items should be fairly large in number.
f) All those varieties of a commodity which are in common use and are stable in character should be included.
3. Collection of Prices: After selecting the commodities, the next problem is regarding the collection of their prices:
a) From where the prices to be collected;
b) Whether to choose wholesale prices or retail prices.
c) Whether to include taxes in the prices or not etc.

While collecting prices, the following points are to be noted:
a) Prices are to be collected from those places where a particular commodity is traded in large quantities.
b) Published information regarding the prices should also be utilized,
c) In selecting individuals and institutions who would supply price quotations, care should be taken that they are not biased.
d) Selection of wholesale or retail prices depends upon the type of index number to be prepared. Wholesale prices are used in the construction of general price index and retail prices are used in the construction of cost-of-living index number.
e) Prices collected from various places should be averaged.
4. Selection of Average: Since the index numbers are, a specialized average, the fourth problem is to choose a suitable average. Theoretically, geometric mean is the best for this purpose. But, in practice, arithmetic mean is used because it is easier to follow.
5. Selection of Weights: Generally, all the commodities included in the construction' of index numbers are not of equal importance. Therefore, if the index numbers are to be representative, proper weights should be assigned to the commodities according to their relative importance.

For example: the prices of books will be given more weightage while preparing the cost-ofliving index for teachers than while preparing the cost-of-living index for the workers. Weights should be unbiased and be rationally and not arbitrarily selected.
6. Purpose of Index Numbers:The most important consideration in the construction of the index numbers is the objective of the index numbers. All other problems or steps are to be viewed in the light of the purpose for which a particular index number is to be prepared. Since, different index numbers are prepared with specific purposes and no single index number is 'all purpose' index number, it is important to be clear about the purpose of the index number before its construction.
7. Selection of Method: The selection of a suitable method for the construction of index numbers is the final step.

There are two methods of computing the index numbers:
a) Simple index number and
b) Weighted index number.

Simple index number again can be constructed either by - (i) Simple aggregate method, or by (ii) simple average of price relative's method. Similarly, weighted index number can be constructed either by (i) weighted aggregative method, or by (ii) weighted average of price relative's method. The choice of method depends upon the availability of data, degree of accuracy required and the purpose of the study.

### 13.7 Construction of Price Index Numbers (Formula and Examples)

Construction of price index numbers through various methods can be understood with the help of the following examples:

1. Simple Aggregative Method: In this method, the index number is equal to the sum of prices for the year for which index number is to be found divided by the sum of actual prices for the base year.
The formula for finding the index number through this method is as follows:

Task: What is Purpose of Index Numbers?


$$
\mathrm{P}_{01}=\frac{\Sigma \mathrm{P}_{1}}{\Sigma \mathrm{P}_{0}} \times 100
$$

Where $P_{01}$ Stands for the index number
$\Sigma P_{1}$ Stands for the sum of the prices for the year for which index number is to be found : $\Sigma \mathrm{P}_{0}$ Stands for the sum of prices for the base year.

| Commodity | Prices in Base <br> Year 1980 (in Rs.) <br> $P_{\circ}$ | Prices in current <br> Year 1988 (in Rs.) <br> $P_{1}$ |
| :---: | :---: | :---: |
| A | 10 | 20 |
| B | 15 | 25 |
| C | 40 | 60 |
| D | 25 | 40 |
| Total | $\Sigma \mathrm{P}_{0}=90$ | $\Sigma \mathrm{P}_{1}=145$ |

Index Number $\left(\mathrm{P}_{01}\right)=\frac{\Sigma \mathrm{P}_{1}}{\Sigma \mathrm{P}_{0}} \times 100 ; \mathrm{P}_{01}=\frac{145}{90} \times 100 ; \mathrm{P}_{01}=161.11$
2. Simple Average of Price Relatives Method:In this method, the index number is equal to the sum of price relatives divided by the number of items and is calculated by using the following formula:

$$
\mathrm{P}_{01}=\frac{\Sigma \mathrm{R}}{\mathrm{~N}}
$$

Where $\Sigma R$ stands for the sum of price relatives i. e. $R=\frac{P_{1}}{P_{0}} \times 100$ and N stands for the number of items.
Example

| Commodity $P_{0}$ | Base Year Prices (in Rs.) $\mathbf{P}_{1}$ | Current year Prices (in Rs.) | Price Relatives $R=\frac{P_{1}}{P_{0}} \times 100$ |
| :---: | :---: | :---: | :---: |
| A | 10 | 20 | $\frac{20}{10} \times 100=200.0$ |
| B | 15 | 25 | $\frac{25}{15} \times 100=166.7$ |
| C | 40 | 60 | $\frac{60}{40} \times 100=150.00$ |
| D | 25 | 40 | $\frac{40}{25} \times 100=160.0$ |
| $\mathrm{N}=4$ |  |  | $\Sigma R=676.7$ |

3. Weighted Aggregative Method:In this method, different weights are assigned to the items according to their relative importance. Weights used are the quantity weights.

Many formulae have been developed to estimate index numbers on the basis of quantity weights.
(i) Laspeyre's Formula. In this formula, the quantities of base year are accepted as weights.

$$
\mathrm{P}_{01}=\frac{\Sigma \mathrm{P}_{1} q_{0}}{\Sigma \mathrm{P}_{0} q_{0}} \times 100
$$

Where $\mathrm{P}_{1}$ is the price in the current year ; $\mathrm{P}_{0}$ is the price in the base year ; and $q_{0}$ is the quantity in the base year.
(ii) Paasche's Formula. In this formula, the quantities of the current year are accepted as weights.

$$
\mathrm{P}_{01}=\frac{\Sigma \mathrm{P}_{1} q_{1}}{\Sigma \mathrm{P}_{0} q_{1}} \times 100
$$

Where $q_{1}$ is the quantity in the current year.
(iii) Dorbish and Bowley's Formula. Dorbish and Bowley's formula for estimating weighted index number is as follows :

$$
\mathrm{P}_{01}=\frac{\frac{\Sigma \mathrm{P}_{1} q_{0}}{\Sigma \mathrm{P}_{0} q_{0}}+\frac{\Sigma \mathrm{P}_{1} q_{1}}{\Sigma \mathrm{P}_{0} q_{1}}}{2} \times 100 \quad \text { or } \quad p_{01}=\frac{L+P}{2}
$$

Where $L$ is Laspeyre's index and $P$ is paasche's Index.
(iv) Fisher's Ideal Formula. In this formula, the geometric mean of two indices (i.e., Laspeyre's Index and paasche's Index) is taken :

$$
p_{01}=\sqrt{\frac{\Sigma \mathrm{P}_{1} q_{0}}{\Sigma \mathrm{P}_{0} q_{0}} \times \frac{\Sigma \mathrm{P}_{1} q_{1}}{\Sigma \mathrm{P}_{0} q_{1}}} \times 100 \quad \text { or } \quad \mathrm{P}_{01}=\sqrt{L \times P} \times 100
$$

where $L$ is Lespeyre's Index and $P$ is paasche's Index.
Example

| Commodity | Base Year |  | Current Year |  | $P_{0} q_{0}$ | $P_{1} q_{0}$ | $P_{0} q_{1}$ | $\mathrm{P}_{1} q_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{P}_{0}$ | $q_{0}$ | $\mathrm{P}_{1}$ | $q_{1}$ |  |  |  |  |
| A | 10 | 5 | 20 | 2 | 50 | 100 | 20 | 40 |
| B | 15 | 4 | 25 | 8 | 60 | 100 | 120 | 200 |
| C | 40 | 2 | 60 | 6 | 80 | 120 | 240 | 360 |
| D | 25 | 3 | 40 | 4 | 75 | 120 | 100 | 160 |
| Total |  |  |  |  | $\begin{array}{r} 265 \\ \Sigma \mathrm{P}_{0} q_{0} \end{array}$ | $\begin{array}{r} 440 \\ \Sigma \mathrm{P}_{1} q_{0} \end{array}$ | $\begin{array}{r} 480 \\ \Sigma \mathrm{P}_{0} q_{1} \end{array}$ | $\begin{array}{r} 760 \\ \Sigma \mathrm{P}_{1} q_{1} \end{array}$ |

(i) Laspeyre's Formula :

$$
\begin{aligned}
& p_{01}=\frac{\Sigma \mathrm{P}_{1} q_{0}}{\Sigma \mathrm{P}_{0} q_{0}} \times 100 \\
& p_{01}=\frac{440}{265} \times 100=166.04
\end{aligned}
$$

## $\equiv$ Example:

(ii) Paasche' Formula

$$
\begin{aligned}
& P_{01}=\frac{\sum P_{1} q_{1}}{\sum P_{0} q_{1}} \times 100 \\
& p_{01}=\frac{700}{480} \times 100=158.3
\end{aligned}
$$

(iii) Dorbish and Bowley's Formula :

$$
p_{01}=\frac{\frac{\Sigma P_{130}}{\Sigma P_{0} q_{0}}+\frac{\Sigma P_{1} q_{1}}{\Sigma P_{0} q_{1}}}{2} \times 100=162.2
$$

(iv) Fisher's Ideal Formula :

$$
\begin{aligned}
& p_{01}=\sqrt{\frac{\Sigma P_{1} q_{0}}{\sum P_{0} q_{0}} \times \frac{\Sigma P_{1} q_{1}}{\sum P_{0} q_{1}}} \times 100 \\
& p_{01}=\sqrt{\frac{440}{265} \times \frac{760}{480}} \times 100=162.1
\end{aligned}
$$

4. Weighted Average of Relatives Method:In this method also different weights are used for the items according to their relative importance.

The price index number is found out with the help of the following formula:

$$
\mathrm{P}_{01}=\frac{\Sigma \mathrm{RW}}{\Sigma W}
$$

where $\Sigma \mathrm{W}$ stands for the sum of weights of different commodities:
and $\quad \Sigma R$ stands for the sum of price relatives.

| Commodity | Weights w | Base Prices Year $P_{0}$ | Current Year Prices $P_{1}$ | Price Relatives $R=\frac{P_{1}}{P_{0}} \times 100$ | RW |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 5 | 10 | 20 | $20 / 10 \times 100=200.0$ | 1000.0 |
| B | 4 | 15 | 25 | $25 / 15 \times 100=166.7$ | 666.8 |
| C | 2 | 40 | 60 | $60 / 40 \times 100=150.0$ | 300.0 |
| D | 3 | 25 | 40 | $40 / 25 \times 100=160.0$ | 480.0 |
| Total | $\Sigma W=14$ |  |  |  | 2446.8 |
| $\begin{aligned} \text { Index Number }\left(\mathrm{P}_{01}\right) & =\frac{\Sigma \mathrm{RW}}{\sum W} \\ p_{01} & =\frac{2446.8}{14}=174.8 \end{aligned}$ |  |  |  |  |  |

### 13.8 Difficulties in Measuring Changes in Value of Money

Measurement of changes in the value of money through price index number is not an easy and reliable technique. There are a number of theoretical as well as practical difficulties in the construction of price index numbers. Moreover, the index number technique itself has many limitations.
(A) Conceptual Difficulties:

The following are the conceptual difficulties during the construction of price index numbers:

1. Vague Concept of Value of Money: The concept of money is vague, abstract and cannot be clearly defined. The value of money is a relative concept which changes from person to person depending upon the type of goods on which the money is spent.
2. Inaccurate Measurement: Price index numbers do not measure the changes in the value of money accurately and reliably. A rise or fall in the general level of prices as indicated by the price index numbers does not mean that the price of every commodity has risen or fallen to the same extent.
3. Reflect General Changes: Price index numbers are averages and measure general changes in the value of money on the average. Therefore, they are not of much significance for the particular individuals who may be affected by the changes in the actual prices quite differently from that indicated by the index numbers.
4. Limitations of Wholesale Price Index: The wholesale price index numbers, which are generally used to measure changes in the value of money, suffer from certain limitations:
a) They do not reflect the changes in the cost of living because retail prices are generally higher than the wholesale prices.
b) They ignore some of the important items concerning the urban population, such as, expenditure on education, transport, house rent, etc.
c) They do not take into consideration the changes in the consumers' preferences.
(B) Practical Difficulties:

The practical difficulties in the way of constructing price index numbers, and therefore, in measuring changes in the value of money are as follows:

1. Selection of Base Year:While preparing the index number, first difficulty arises regarding the selection of base year. The base year should be a normal year. But, it is very difficult to find out a fully normal year free from any unusual happening. There is every possibility that the selected base year may be an abnormal year, or a distant year, or may be selected by an immature or biased person.
2. Selection of Items: The selection of the representative commodities is the second difficulty in the construction of index numbers:
a) With the passage of time the quality of the product may change ; if the quality of a product changes in the year of enquiry from what it was in the base year, the product becomes irrelevant,
b) The relative importance of certain commodities may change due to a change in the consumption pattern of the people in the course of time; for example, Vanaspati Ghee was not an important item of consumption in India in the pre-war period, but today it has become an item of necessity. Under such conditions, it is not easy to select the appropriate commodities.
3. Collection of Prices: It is also difficult to obtain correct, adequate and representative data regarding prices. It is not an easy job to select representative places from which the information about prices to be collected and to select the experienced and unbiased individuals or institutions who will supply price quotations. Moreover, there is the problem of deciding which prices (wholesale or retail) are to be taken into consideration. It is comparatively easy to get information about wholesale prices which vary considerably.
4. Assigning Weights: Another important difficulty that arises in preparing the index numbers is that of assigning proper weights to different items in order to arrive at correct and unbiased conclusions. As there are no hard and fast rules to weights for the commodities according to their relative importance, there is very likelihood that the weights are decided arbitrarily on the basis of personal judgment and involve biasness.
5. Selection of Averages: Another major problem is that which average should be employed to find out the price relatives. There are many types of averages such as arithmetic average, geometric average, mean, median, mode, etc. The use of different averages gives different results. Therefore, it is essential to select the method with great care. Dr. Marshall has advocated the use of chain index number to solve the problem of averaging and weighing.
6. Problem of Dynamic Changes: In the dynamic world, the consumption pattern of the individuals and the number and varieties of goods undergo continuous changes.

They create difficulties for preparing index numbers and making temporal comparisons:
a) Since, in the course of time, old commodities may disappear and many new ones come into existence, the long-run comparison may become difficult,
b) The quantity and quality of commodities may also change over the period of time, thus making the choice of commodities for constructing index numbers difficult,
c) A number of factors, like income, education, fashion, etc., bring changes in the consumption pattern of the people which render the index numbers incomparable.

## More Types of Index Numbers:

## Index numbers are of different types.

## Important types of index numbers are discussed below:

1. Wholesale Price Index Numbers:Wholesale price index numbers are constructed on the basis of the wholesale prices of certain important commodities. The commodities included in preparing these index numbers are mainly raw-materials and semi-finished goods. Only the most important and most price-sensitive and semi- finished goods which are bought and sold in the wholesale market are selected and weights are assigned in accordance with their relative importance.The wholesale price index numbers are generally used to measure changes in the value of money. The main problem with these index numbers is that they include only the wholesale prices of raw materials and semifinished goods and do not take into consideration the retail prices of goods and services generally consumed by the common man. Hence, the wholesale price index numbers do not reflect true and accurate changes in the value of money.
2. Retail Price Index Numbers:These index numbers are prepared to measure the changes.in the value of money on the basis of the retail prices of final consumption goods. The main difficulty with this index number is that the retail price for the same goods and for continuous periods is not available. The retail prices represent larger and more frequent fluctuations as compared to the wholesale prices.
3. Cost-of-Living Index Numbers:These index numbers are constructed with reference to the important goods and services which are consumed by common people. Since the number of these goods and services is very large, only representative items which form the consumption pattern of the people are included. These index numbers are used to measure changes in the cost of living of the general public.
4. Working Class Cost-of-Living Index Numbers: The working class cost-of-living index numbers aim at measuring changes in the cost of living of workers. These index numbers are consumed on the basis of only those goods and services which are generally consumed by the working class. The prices of these goods and index numbers are of great importance to the workers because their wages are adjusted according to these indices.
5. Wage Index Numbers:The purpose of these index numbers is to measure time to time changes in money wages. These index numbers, when compared with the working class cost-of-living index numbers, provide information regarding the changes in the real wages of the workers.
6. Industrial Index Numbers:Industrial index numbers are constructed with an objective of measuring changes in the industrial production. The production data of various industries are included in preparing these index numbers.

### 13.9 Importance of Index Numbers

Index numbers are used to measure all types of quantitative changes in different fields.
Various advantages of index numbers are given below:

1. General Importance:In general, index numbers are very useful in a number of ways:
a. They measure changes in one variable or in a group of variables.
b. They are useful in making comparisons with respect to different places or different periods of time,
c. They are helpful in simplifying the complex facts.
d. They are helpful in forecasting about the future,
e. They are very useful in academic as well as practical research.
2. Measurement of Value of Money:Index numbers are used to measure changes in the value of money or the price level from time to time. Changes in the price level generally influence production and employment of the country as well as various sections of the society. The price index numbers also forewarn about the future inflationary tendencies and in this way, enable the government to take appropriate anti- inflationary measures.
3. Changes in Cost of Living: Index numbers highlight changes in the cost of living in the country. They indicate whether the cost of living of the people is rising or falling. On the basis of this information, the wages of the workers can be adjusted accordingly to save the wage earners from the hardships of inflation.
4. Changes in Production:Index numbers are also useful in providing information regarding production trends in different sectors of the economy. They help in assessing the actual condition of different industries, i.e., whether production in a particular industry is increasing or decreasing or is constant.
5. Importance in Trade:Importance in trade with the help of index numbers, knowledge about the trade conditions and trade trends can be obtained. The import and export indices show whether foreign trade of the country is increasing or decreasing and whether the balance of trade is favorable or unfavorable.
6. Formation of Economic Policy: Index numbers prove very useful to the government in formulating as well as evaluating economic policies. Index numbers measure changes in the economic conditions and, with this information, help the planners to formulate appropriate economic policies. Further, whether particular economic policy is good or bad is also judged by index numbers.
7. Useful in All Fields:Index numbers are useful in almost all the fields. They are especially important in economic field.
Some of the specific uses of index numbers in the economic field are:
a. They are useful in analyzing markets for specific commodities.
b. In the share market, the index numbers can provide data about the trends in the share prices,
c. With the help of index numbers, the Railways can get information about the changes in goods traffic.
d. The bankers can get information about the changes in deposits by means of index numbers.

### 13.10 Limitations of Index Numbers

Index number technique itself has certain limitations which have greatly reduced its usefulness:
(i) Because of the various practical difficulties involved in their computation, the index numbers are never cent per cent correct.
(ii) There are no all-purpose index numbers. The index numbers prepared for one purpose cannot be used for another purpose. For example, the cost-of-living index numbers of factory workers cannot be used to measure changes in the value of money of the middle income group.
(iii) Index numbers cannot be reliably used to make international comparisons. Different countries include different items with different qualities and use different base years in constructing index numbers.
(iv) Index numbers measure only average change and indicate only broad trends. They do not provide accurate information.
(v) While preparing index numbers, quality of items is not considered. It may be possible that a general rise in the index is due to an improvement in the quality of a product and not because of a rise in its price.
The Criteria of a Good Index Number

- A number of mathematical test discussed below have been suggested for comparing various index numbers.
- Unit Test: This test requires the index numbers to be independent of the units in which prices and quantities are quoted. This test is satisfied by all the formulas.
- Time Reversal Test: This is one of the two very important test proposed by Irving Fisher as tests of consistency for a good index number. According to this 'the formula for calculating an index number should be such that it will give the same ratio between one point of comparison and the other no matter which of the two is taken as base


## Factor Reversal Test

- This is the second test of consistency suggested by I. Fisher.
- In his words: "Just as our formula should permit the interchange of two items without giving inconsistent results, so it ought to permit interchanging the prices and quantities without giving inconsistent results - i.e. the two results multiplied together should give the true value ratio, except for a constant of proportionality".


## Consumer Price Index

- Price index number is the measure of relative changes in the prices of some commodity over a period of time. In practice these indices are used for various different purposes. One very important use of the theory of index number is in obtaining consumer price index or alternatively also called cost of living index number.
- It is a well-known fact that the prices of the commodities required for day to day living go on increasing, e.g. prices of food items like wheat, rice, oil etc. are different in different years. This increase (or decrease, if there is any) in prices of commodities directly hit the purchasing power of consumer. A consumer price index is, therefore, devised to measure the overall changes in the purchasing power of the consumer.
- Aconsumer price index or cost of living index, is a measure which indicates the relative changes in the prices of a group of items, necessary for the living for a selected group of consumers. In a way, it tells us about what should be the increase in the wages of consumer so that they are able to maintain some standard of living in two time periods. For this purpose, the total expenditure of a household are categorized like food, clothing, rent, electricity, entertainment, education, medicines, miscellaneous etc.

Various kinds of indexes or index numbers are used by the scientific and academic communities, and the popular media. In fact, some indexes are so commonly used that one does not even recognize that they are index numbers, not absolute values of the variable or the item of interest. Changes in stock prices associated with several stock markets, for example, are quoted in terms of index numbers. Thus, when the media reports that the Dow fell by 200 points on a particular day, the reference is to the fall in the value of the index representing 30 industrial stocks included in the Dow Jones Industrial Average index, sometimes called the Dow 30. Suppose that the Dow Jones Industrial Average was at the 8,000 mark before it fell by 200 points. This implies that the average price of the 30 stocks included in the Dow index fell by 2.5 percent in one day ( $[200 / 8,000]$ * $100=$ 2.5 percent). In order to understand index numbers, it is useful to have some idea of the methods of constructing indexes, and to be able to relate these methods to some common examples of index numbers.

The widespread use of indexes in

## Business and economics

A wide variety of sources generate the various indexes in the fields of business and economics. Many government agencies in the United States regularly produce information in index number form on a variety of variables. The Bureau of Labor Statistics under the U.S. Department of Labor reports data on various price indexes that are used to measure the inflation rate in the economy. The U.S. Department of Commerce also reports economic data on a regular basis. In addition to government sources, economic data are also reported (many of them in index number form) by private sources and by partisan and nonpartisan research organizations. Most business-related indexes can be categorized within two broad categories - those associated with the financial markets and those that describe the state of the economy.
Indexes associated with the financial markets.
There are many indexes associated with financial markets. These indexes measure different attributes of the financial markets at various degrees of depth and rigor. The majority of them track two major components of the financial markets: stock markets and bond markets.
Several index numbers measure the changes in stock prices at different levels of aggregation (that is, with respect to the number of stocks included in an index). The Dow Jones Industrial Average (DJIA), an index of 30 industrial stocks, is one of the most commonly followed stock price indexes. The DJIA includes major U.S. industrial stocks (such as Coca-Cola, IBM, General Motors, du Pont, Eastman Kodak, Disney, Sears, Goodyear, Merck, and AT\&T) listed on the New York Stock Exchange (NYSE). There are also index numbers that represent stock price changes at a particular stock exchange or a stock-trading network. Thus, pertaining to the three trading mediums NYSE based in New York, the American Stock Exchange also based in New York (AMEX), and the computer-linked stock trading network of the National Securities Dealers Association (NASDAQ) - there are separate indexes called NYSE, AMEX, and NASDAQ, respectively. In addition to these so-called exchange-based indexes, there are several other stock price indexes that include an increasing number of stocks. For example, the S\&P100 index, maintained by Standard \& Poor's, measures stock price movements of 100 important stocks. Similarly, the S\&P500 index measures the change in the aggregate price level of 500 selected stocks. The Wilshire 5000 index measures the change in the aggregate price level of the 5,000 stocks it monitors - a large number of stocks are included in this index to give a better picture of the overall stock market, rather than a narrow group of stocks.

By contrast, the bond market has far fewer indexes. The most widely used bond price index is the Lehman Brothers' bond price index; it measures changes in prices of long-term bonds included in the index. Changes in bond prices convey information regarding changes in interest rates. Thus, the bond price index is also closely watched by financial market participants.

Indexes associated with the economy.
Information and data on a large number of economic variables are regularly reported. Some of these data are reported in index number form. All price data in the economy are reported in index number form - as will be explained later, this is out of necessity, rather than choice. Three major price indexes are: Consumer Price Index, Producer Price Index, and Implicit Gross Domestic Product Price Deflator. Similarly, the Federal Reserve Bank computes the Index of Industrial Production on a monthly basis to gauge the pace of industrial production.

Other regularly reported indexes that describe the state of the economy (current or future) include: Index of Leading Indicators (LEI), which indicates the pace of economic activity in the economy in the near future; Consumer Confidence Index, which captures consumer sentiment and thus suggests consumers' willingness to spend; the Housing Affordability Index, which tracks the cost of being able to afford a home. Some indexes are not reported regularly, but occasionally crop up. For example, George Bush during his reelection campaign kept referring to the Misery Index, which captures the combined effects of inflation and unemployment.

### 13.11 The need for an Index

Most economic variables are measured in absolute terms. For example, 12 million cars were produced in 1994 in the United States, or the gross output of goods and services in the United States was estimated at $\$ 8.7$ trillion during 1998. It is not possible, however, to measure the price associated with a group of commodities in absolute terms; it can only be done so long as we refer to one commodity. We thus can say that the average price of a loaf of bread in the United States was $\$ 1.75$ in 1998. But when dealing with a number of commodities together (as in the calculation of an individual's cost of living from year-to-year, one cannot simply compute the average price of all the goods and services bought in each year. Since most people buy a different set of commodities each year, the resulting averages would not be comparable. An index helps us out of this quandary. In the most basic terms, an index usually attaches weights to the prices of items in order to track the resulting collective price movement.

## Summary

- The value of money does not remain constant over time. It rises or falls and is inversely related to the changes in the price level. A rise in the price level means a fall in the value of money and a fall in the price level means a rise in the value of money.
- Index number is a technique of measuring changes in a variable or group of variables with respect to time, geographical location or other characteristics.
- Price index number indicates the average of changes in the prices of representative commodities at one time in comparison with that at some other time taken as the base period
- Index number in statistics is the measurement of change in a variable or variables across a determined period. It will show general relative change and not a directly measurable figure. An index number is expressed in percentage form
- It is representative of a special case of averages especially for a weighted average
- Index numbers have universal utility. The index that is used to ascertain the changes in price can also be used for industrial and agricultural production.


## Keywords

- It is a special category of average for measuring relative changes in such instances where absolute measurement cannot be undertaken
- Index number only shows the tentative changes in factors that may not be directly measured. It gives a general idea of the relative changes
- The method of index number measure alters from one variable to another related variable
- It helps in the comparison of the levels of a phenomenon concerning a specific date and to that of a previous date.
- A value index number is formed from the ratio of the aggregate value for a particular period with that of the aggregate value that is found in the base period. The value index is utilised in for inventories, sales and foreign trade, among others.
- A quantity index number is used to measure changes in the volume or quantity of goods that are produced, consumed and sold within a stipulated period. It shows the relative


## Self Assessment

1. $\qquad$ are a special type of average
A. Whole Numbers
B. Index Number
C. Natural Numbers
D. None of these
2. $\qquad$ indicates the average of changes in the prices of representative commodities at one time in comparison with that at some other time taken as the base period.
A. Price index number
B. Index Number
C. Natural Numbers
D. None of these
3. A $\qquad$ number is formed from the ratio of the aggregate value for a particular period with that of the aggregate value that is found in the base.
A. Price index number
B. Value Index Number
C. Natural Numbers
D. None of these
4. A $\qquad$ number is used to measure changes in the volume or quantity of goods.
A. Quantity index Numbers
B. Value Index Number
C. Natural Numbers
D. None of these
5. CPI full form is
A. Consumer Price Index
B. Customer Price Index
C. Consumer Proper Index
D. None of these
6. WPI full form is
A. Wholesale Price Index
B. While Price Index
C. Wright Price Index
D. None of These
7. Under this type of index, the quantities in the base year are the values of weights.
A. Laspeyres Index
B. . Passche's Index
C. Marshall-Edgeworth Index
D. Fisher's Ideal Price Index
8. Under this type of Index, the quantities in the current year are the values of weights.
A. Laspeyres Index
B. Passche's Index
C. Marshall-Edgeworth Index
D. Fisher's Ideal Price Index
9. Under this type of index, we take both i.e. the current year as well as the base year into consideration for specifying the methods.
A. Laspeyres Index
B. Passche's Index
C. Marshall-Edgeworth Index
D. Fisher's Ideal Price Index
10. It gives a pointer for international comparison concerning different economic variables.
A. Variance
B. Standard deviation
C. Index Number
D. Mean
11. Index number for base year is always considered as------
A. 100
B. 101
C. 201
D. 1000
12. Index number is also called as
A. Economic barometer
B. Parameter
C. Constant
D. None of the above
13. The geometric mean of Laspeyres' and Paasche's is
A. Laspeyres Index
B. Passche's Index
C. Marshall-Edgeworth Index
D. Fisher's Ideal Price Index
14. This test requires the index numbers to be independent of the units in which prices and quantities are quoted.
A. Unit Test
B. Time reversal Test
C. Factor reversal test
D. None of these
15. According to this test, formula for calculating an index number should be such that it will give the same ratio between one point of comparison and the other no matter which of the two is taken as base
A. Unit Test
B. Time reversal Test
C. Integration test
D. None of these

## Answers for Self Assessment

| 1. | B | 2. | A | 3. | B | 4. | A | 5. | A |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6. | A | 7. | A | 8. | B | 9. | C | 10. | C |
| 11. | C | 12. | A | 13. | D | 14. | A | 15. | B |

## Review Questions

1. What do you mean by index number?
2. What is index number and its types?
3. Which is the ideal method to find index number?
4. What is the most commonly used index number?
5. What is index number what is its formula?
6. What is the index number for base year?
7. What are use of Index number in business and applications?
8. What is difference between Consumer Price index vs. Quantity index?

## [D] Further Readings

- An Introduction to Probability and Statistics
- Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, ABook by Sheldon M. Ross
- Schaums Theory and Problems of Statistics Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random ...Book by Hossein PishroNik


## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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## Objective

Students will able to:

- understand concept of time series data,
- understandMeasurement of Time series,
- solve problems related to time series data,
- compare time series data with cross-sectional data.


## Introduction

## What is a Time Series?

A time series is a sequence of data points that occur in successive order over some period of time. This can be contrasted with cross-sectional data, which captures a point-in-time.
In investing, a time series tracks the movement of the chosen data points, such as a security's price, over a specified period of time with data points recorded at regular intervals. There is no minimum or maximum amount of time that must be included, allowing the data to be gathered in a way that provides the information being sought by the investor or analyst examining the activity.
In investing, a time series tracks the movement of the chosen data points, such as a security's price, over a specified period of time with data points recorded at regular intervals. There is no minimum or maximum amount of time that must be included, allowing the data to be gathered in a way that provides the information being sought by the investor or analyst examining the activity.

### 14.1 What is Time Series Analysis?

Time series analysis is a specific way of analyzing a sequence of data points collected over an interval of time. In time series analysis, analysts record data points at consistent intervals over a set period of time rather than just recording the data points intermittently or randomly. However, this type of analysis is not merely the act of collecting data over time. What sets time series data apart from other data is that the analysis can show how variables change over time. In other words, time is a crucial variable because it shows how the data adjusts over the course of the data points as well
as the final results. It provides an additional source of information and a set order of dependencies between the data. Time series analysis typically requires a large number of data points to ensure consistency and reliability. An extensive data set ensures you have a representative sample size and that analysis can cut through noisy data. It also ensures that any trends or patterns discovered are not outliers and can account for seasonal variance. Additionally, time series data can be used for forecasting - predicting future data based on historical data.

Why organizations use time series data analysis
Time series analysis helps organizations understand the underlying causes of trends or systemic patterns over time. Using data visualizations, business users can see seasonal trends and dig deeper into why these trends occur. With modern analytics platforms, these visualizations can go far beyond line graphs. When organizations analyze data over consistent intervals, they can also use time series forecasting to predict the likelihood of future events. Time series forecasting is part of predictive analytics. It can show likely changes in the data, like seasonality or cyclic behavior, which provides a better understanding of data variables and helps forecast better. For example, Des Moines Public Schools analyzed five years of student achievement data to identify at-risk students and track progress over time. Today's technology allows us to collect massive amounts of data every day and it's easier than ever to gather enough consistent data for comprehensive analysis.
When time series analysis is used and when it isn't
Time series analysis is not a new study, despite technology making it easier to access. Many of the recommended texts teaching the subject's fundamental theories and practices have been around for several decades. And the method itself is even older than that. We have been using time series analysis for thousands of years, all the way back to the ancient studies of planetary movement and navigation. Time series analysis is used for non-stationary data-things that are constantly fluctuating over time or are affected by time. Industries like finance, retail, and economics frequently use time series analysis because currency and sales are always changing. Stock market analysis is an excellent example of time series analysis in action, especially with automated trading algorithms. Likewise, time series analysis is ideal for forecasting weather changes, helping meteorologists predict everything from tomorrow's weather report to future years of climate change. Examples of time series analysis in action include:

- Weather data
- Rainfall measurements
- Temperature readings
- Heart rate monitoring (EKG)
- Brain monitoring (EEG)
- Quarterly sales
- Stock prices
- Automated stock trading
- Industry forecasts
- Interest rates

Because time series analysis includes many categories or variations of data, analysts sometimes must make complex models. However, analysts can't account for all variances, and they can't generalize a specific model to every sample. Models that are too complex or that try to do too many things can lead to lack of fit. Lack of fit or over fitting models lead to those models not distinguishing between random error and true relationships, leaving analysis skewed and forecasts incorrect.
A time series is a collection of observations of well-defined data items obtained through repeated measurements over time. For example, measuring the value of retail sales each month of the year would comprise a time series. This is because sales revenue is well defined, and consistently measured at equally spaced intervals. Data collected irregularly or only once are not time series.

An observed time series can be decomposed into three components: the trend (long term direction), the seasonal (systematic, calendar related movements) and the irregular (unsystematic, short term fluctuations).

### 14.2 What are Stock and Flow Series?

Time series can be classified into two different types: stock and flow.A stock series is a measure of certain attributes at a point in time and can be thought of as "stock takes". For
example,the Monthly Lab our Force Survey is a stock measure because it takes stock ofwhether a personwas employed in the reference week. Flow series are series which are a measure of activity over a given period. For example, surveys of Retail Trade activity. Manufacturing is also a flow measure because a certain amount is produced each day, and then these amounts are summed to give a total value for production for a given reporting period.

The main difference between a stock and a flow series is that flow series can contain effects related to the calendar (trading day effects). Both types of series can still be seasonally adjusted using the same seasonal adjustment process.

### 14.3 What are Seasonal Effects?

A seasonal effect is a systematic and calendar related effect. Some examples include the sharp escalation in most Retail series which occurs around December in response to the Christmas period, or an increase in water consumption in summer due to warmer weather.

Other seasonal effects include trading day effects (the number of working or trading days in a given month differs from year to year which will impact upon the level of activity in that month) and moving holiday (the timing of holidays such as Easter varies, so the effects of the holiday will be experienced in different periods each year).

## What Is Seasonal Adjustment And Why Do We Need It?

Seasonal adjustment is the process of estimating and then removing from a time series influences that are systematic and calendar related. Observed data needs to be seasonally adjusted as seasonal effects can conceal both the true underlying movement in the series, as well as certain non-seasonal characteristics which may be of interest to analysts.

Why Can't We Just Compare Original Data From The Same Period In Each Year? A comparison of original data from the same period in each year does not completely remove all seasonal effects. Certain holidays such as Easter and Chinese New Year fall in different periods in each year, hence they will distort observations. Also, year to year values will be biased by any changes in seasonal patterns that occur over time. For example, consider a comparison between two consecutive March months i.e. compare the level of the original series observed in March for 2000 and 2001. This comparison ignores the moving holiday effect of Easter. Easter occurs in April for most years but if Easter falls in March, the level of activity can vary greatly for that month for some series. This distorts the original estimates. A comparison of these two months will not reflect the underlying pattern of the data. The comparison also ignores trading day effects. If the two consecutive months of March have different composition of trading days, it might reflect different levels of activity in original terms even though the underlying level of activity is unchanged. In a similar way, any changes to seasonal patterns might also be ignored.
Original estimates also contains the influence of the irregular component
If the magnitude of the irregular component of a series is strong compared with the magnitude of the trend component, the underlying direction of the series can be distorted. However, the major disadvantage of comparing year to year original data, is lack of precision and time delays in the identification of turning points in a series. Turning points occur when the direction of underlying level of the series changes, for example when a consistently decreasing series begins to rise steadily. If we compare year apart data in the original series, we may miss turning points occurring during the year.

Task: What is difference between time series Vs. Crossectional data

For example: if March 2001 has a higher original estimate than March 2000, by comparing these year apart values, we might conclude that the level of activity has increased during the year. However, the series might have increased up to September 2000 and then started to decrease steadily.

When is Seasonal Adjustment Inappropriate?

## Probability and Statistics

When a time series is dominated by the trend or irregular components, it is nearly impossible to identify and remove what little seasonality is present. Hence seasonally adjusting a non-seasonal series is impractical and will often introduce an artificial seasonal element.

Difference between Time Series and Cross-Sectional Data
The key difference between time series and cross sectional data is that the time series data focuses on the same variable over a period of time while the cross sectional data focuses on several variables at the same point of time. Furthermore, the time series data consist of observations of a single subject at multiple time intervals whereas, the cross sectional data consist of observations of many subjects at the same point in time.

Fields such as Statistics, Econometrics gathers data and analyze them. Data is a vital aspect of activities such as for research, predictions and proving theories. There are various types of data. Two of them are time series and cross-sectional data.

What is Time Series Data?
Time series data focuses on observations of a single individual at different times usually at uniform intervals. It is the data of the same variable over a period of time such as months, quarters, years etc. The time series data takes the form of Xt . The t represents the time. Below is an example of the profit of an organization over a period of 5 years' time. Profit is the variable that changes each year.

| Year | Profit |
| :---: | :---: |
| 2001 | 50000 |
| 2002 | 60000 |
| 2003 | 70000 |
| 2004 | 60000 |
| 2005 | 75000 |

Task: What is Seasonal Adjustment?


Usually, time series data is useful in business applications. Time measurement can be months, quarters or years but it can also be any time interval. Generally, the time has uniform intervals.
What is Cross Sectional Data?
In cross sectional data, there are several variables at the same point in time. Data set with maximum temperature, humidity, wind speed of few cities on a single day is an example of a cross sectional data.

Unit 14: Time Series

| City | Maximum <br> Temperature | Humidity | Wind Speed |
| :--- | :--- | :--- | :--- |
| City A | 29 | $60 \%$ | 20 mph |
| City B | 27 | $65 \%$ | 26 mph |
| City C | 30 | $60 \%$ | 21 mph |

Another example is the sales revenue, sales volume, number of customers and expenses of an organization in the past month. Cross sectional data takes the form of Xi. Expanding the data from several months will convert the cross sectional data to time series data.

### 14.4 What is the Difference Between Time Series and Cross Sectional Data?

Time series data consist of observations of a single subject at multiple time intervals. Cross sectional data consist of observations of many subjects at the same point in time. Time series data focuses on the same variable over a period of time. On the other hand, cross sectional data focuses on several variables at the same point in time. This is the main difference between time series and cross sectional data.

Profit of an organization over a period of 5 years' time is an example for a time series data while maximum temperature of several cities on a single day is an example for a cross sectional data.


## What is Seasonality?

The seasonal component consists of effects that are reasonably stable with respect to timing, direction and magnitude. It arises from systematic, calendar related influences such as:

## Natural Conditions

Weather fluctuations that are representative of the season (uncharacteristic weather patterns such as snow in summer would be considered irregular influences)

Business and Administrative procedures
Start and end of the school term
Social and Cultural behavior

## Christmas

It also includes calendar related systematic effects that are not stable in their annual timing or are caused by variations in the calendar from year to year, such as:

Trading Day Effects
The number of occurrences of each of the day of the week in a given month will differ from year to year there were 4 weekends in March in 2000, but 5 weekends in March of 2002

Moving Holiday Effects
Holidays which occur each year, but whose exact timing shifts Easter, Chinese New Year
How do We Identify Seasonality?
Seasonality in a time series can be identified by regularly spaced peaks and troughs which have a consistent direction and approximately the same magnitude every year, relative to the trend. The following diagram depicts a strongly seasonal series. There is an obvious large seasonal increase in December retail sales in New South Wales due to Christmas shopping. In this example, the magnitude of the seasonal component increases over time, as does the trend.

Figure: Monthly Retail Sales in New South Wales (NSW) Retail Department Stores


What is an Irregular?
The irregular component (sometimes also known as the residual) is what remains after the seasonal and trend components of a time series have been estimated and removed. It results from short term fluctuations in the series which are neither systematic nor predictable. In a highly irregular series, these fluctuations can dominate movements, which will mask the trend and seasonality. The following graph is of a highly irregular time series:

Figure Monthly Value of Building Approvals, Australian Capital Territory (ACT)


## What is The Trend?

The ABS trend is defined as the 'long term' movement in a time series without calendar related and irregular effects, and is a reflection of the underlying level. It is the result of influences such as population growth, price inflation and general economic changes. The following graph depicts a series in which there is an obvious upward trend over time:

Figure: Quarterly Gross Domestic Product


### 14.5 Components for Time Series Analysis

The various reasons or the forces which affect the values of an observation in a time series are the components of a time series. The four categories of the components of time series are:

- Trend
- Seasonal Variations
- Cyclic Variations


## Random or Irregular movements

Seasonal and Cyclic Variations are the periodic changes or short-term fluctuations.


Trend: The trend shows the general tendency of the data to increase or decrease during a long period of time. A trend is a smooth, general, long-term, average tendency. It is not always necessary that the increase or decrease is in the same direction throughout the given period of time.

It is observable that the tendencies may increase, decrease or are stable in different sections of time. But the overall trend must be upward, downward or stable. The population, agricultural production, items manufactured, number of births and deaths, number of industry or any factory, number of schools or colleges are some of its example showing some kind of tendencies of movement.

Linear and Non-Linear Trend: If we plot the time series values on a graph in accordance with time t . The pattern of the data clustering shows the type of trend. If the set of data cluster more or less round a straight line, then the trend is linear otherwise it is non-linear (Curvilinear)
Seasonal Variations: These are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year. They have the same or almost the same pattern during a period of 12 months. This variation will be present in a time series if the data are recorded hourly, daily, weekly, quarterly, or monthly.

These are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year. They have the same or almost the same pattern during a period of 12 months. This variation will be present in a time series if the data are recorded hourly, daily, weekly, quarterly, or monthly.

These are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year. They have the same or almost the same pattern during a period of 12 months. This variation will be present in a time series if the data are recorded hourly, daily, weekly, quarterly, or monthly.

### 14.6 Cyclic Variations

The variations in a time series which operate themselves over a span of more than one year are the cyclic variations. This oscillatory movement has a period of oscillation of more than a year. One complete period is a cycle. This cyclic movement is sometimes called the 'Business Cycle'.

It is a four-phase cycle comprising of the phases of prosperity, recession, depression, and recovery. The cyclic variation may be regular are not periodic. The upswings and the downswings in business depend upon the joint nature of the economic forces and the interaction between them

Random or Irregular Movements: There is another factor which causes the variation in the variable under study. They are not regular variations and are purely random or irregular. These fluctuations
are unforeseen, uncontrollable, unpredictable, and are erratic. These forces are earthquakes, wars, flood, famines, and any other disasters.

Cyclic and seasonal time series: A seasonal pattern exists when a series is influenced by seasonal factors (e.g., the quarter of the year, the month, or day of the week). Seasonality is always of a fixed and known period. Hence, seasonal time series are sometimes called periodic time series.
A cyclic pattern exists when data exhibit rises and falls that are not of fixed period. The duration of these fluctuations is usually of at least 2 years. Think of business cycles which usually last several years, but where the length of the current cycle is unknown beforehand.
Many people confuse cyclic behavior with seasonal behavior, but they are really quite different. If the fluctuations are not of fixed period then they are cyclic; if the period is unchanging and associated with some aspect of the calendar, then the pattern is seasonal. In general, the average length of cycles is longer than the length of a seasonal pattern, and the magnitude of cycles tends to be more variable than the magnitude of seasonal patterns.
Trend: A trend exists when there is a long-term increase or decrease in the data. It does not have to be linear. Sometimes we will refer to a trend as "changing direction," when it might go from an increasing trend to a decreasing trend. There is a trend in the ant diabetic drug sales data shown in Figure

## Seasonal

A seasonal pattern occurs when a time series is affected by seasonal factors such as the time of the year or the day of the week. Seasonality is always of a fixed and known frequency. The monthly sales of ant diabetic drugs above shows seasonality which is induced partly by the change in the cost of the drugs at the end of the calendar year.
Cyclic: A cycle occurs when the data exhibit rises and falls that are not of a fixed frequency. These fluctuations are usually due to economic conditions, and are often related to the "business cycle." The duration of these fluctuations is usually at least 2 years.
Many people confuse cyclic behavior with seasonal behavior, but they are really quite different. If the fluctuations are not of a fixed frequency then they are cyclic; if the frequency is unchanging and associated with some aspect of the calendar, then the pattern is seasonal. In general, the average length of cycles is longer than the length of a seasonal pattern, and the magnitudes of cycles tend to be more variable than the magnitudes of seasonal patterns.
Many time series include trend, cycles and seasonality. When choosing a forecasting method, we will first need to identify the time series patterns in the data, and then choose a method that is able to capture the patterns properly.
The examples in Figure show different combinations of the above components


Figure: Four examples of time series showing different patterns.

The monthly housing sales (top left) show strong seasonality within each year, as well as some strong cyclic behavior with a period of about 6-10 years. There is no apparent trend in the data over this period.

The US Treasury bill contracts (top right) show results from the Chicago market for 100 consecutive trading days in 1981. Here there is no seasonality, but an obvious downward trend. Possibly, if we had a much longer series, we would see that this downward trend is actually part of a long cycle, but when viewed over only 100 days it appears to be a trend.
The Australian quarterly electricity production (bottom left) shows a strong increasing trend, with strong seasonality. There is no evidence of any cyclic behavior here.

The daily change in the Google closing stock price (bottom right) has no trend, seasonality or cyclic behavior. There are random fluctuations which do not appear to be very predictable, and no strong patterns that would help with developing a forecasting model.

The advantages of time series analysis are as follows:
Reliability: Time series analysis uses historical data to represent conditions along with a progressive linear chart. The information or data used is collected over a period of time say, weekly, monthly, quarterly or annually. This makes the data and forecasts reliable.
Seasonal Patterns: As the data related to a series of periods, it helps us to understand and predict the seasonal pattern. For example, the time series may reveal that the demand for ethnic clothes not only increases during Diwali but also during the wedding season.
Estimation of trends: The time series analysis helps in the identification of trends. The data tendencies are useful to managers as they show an increase or decrease in sales, production, share prices, etc.
Growth: Time series analysis helps in the measurement of financial growth. It also helps in measuring the internal growth of an organization that leads to economic growth.

Measurements of Trends
Following are the methods by which we can measure the trend.
i. Freehand or Graphic Method.
ii. Method of Semi-Averages.
iii. Method of Moving Averages.
iv. Method of Least Squares.

## Freehand or Graphic Method.

It is the simplest and most flexible method for estimating a trend. We will see the working procedure of this method.

Procedure:
a) Plot the time series data on a graph.
b) Draw a freehand smooth curve joining the plotted points.
c) (C)Examine the direction of the trend based on the plotted points.
d) Draw a straight line which will pass through the maximum number of plotted points.

Fit a trend line by the method of freehand method for the given data.

| Year | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sales | 30 | 46 | 25 | 59 | 40 | 60 | 38 | 65 |



The trend drawn by the freehand method can be extended to predict the future values of the given data. However, this method is subjective in nature, predictions obtained by this method depends on the personal bias and judgment of the investigator handling the data.

## Method of Semi-Averages

In this method, the semi-averages are calculated to find out the trend values. Now, we will see the working procedure of this method.

Procedure:
(i) The data is divided into two equal parts. In case of odd number of data, two equal parts can be made simply by omitting the middle year.
(ii) The average of each part is calculated, thus we get two points.
(iii) iii) Each point is plotted at the mid-point (year) of each half.
(iv) Join the two points by a straight line.
(v) The straight line can be extended on either side.
(vi) This line is the trend line by the methods of semi-averages.

Fit a trend line by the method of semi-averages for the given data

| Year | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Production | 105 | 115 | 120 | 100 | 110 | 125 | 135 |

Since the number of years is odd(seven), we will leave the middle year's production value and obtain the averages of first three years and last three years.

| Year | Production | Average |
| :---: | :---: | :---: |
| 2000 | 105 |  |
| 2001 | 115 | $\frac{105+115+120}{3}=113.33$ |
| 2002 | 120 |  |
| 2003 | 100 (left out) |  |
| 2004 | 110 | $\frac{110+125+135}{3}=123.33$ |
| 2005 | 125 |  |
| 2006 | 135 |  |



## Method of Moving Averages

Moving Averages Method gives a trend with a fair degree of accuracy. In this method, we take arithmetic mean of the values for a certain time span. The time span can be three-years, four -years, five- years and so on depending on the data set and our interest. We will see the working procedure of this method.

Procedure:
(i) Decide the period of moving averages (three- years, four -years).
(ii) In case of odd years, averages can be obtained by calculating,

(iii) If the moving average is an odd number, there is no problem of centering it, the average value will be centered besides the second year for every three years.

In case of even years, averages can be obtained by calculating,

$$
\frac{a+b+c+d}{4}, \frac{b+c+d+e}{4}, \frac{c+d+e+f}{4}, \frac{d+e+f+g}{4}, \ldots
$$

If the moving average is an even number, the average of first four values will be placed between $2^{\text {nd }}$ and 3 rd year, similarly the average of the second four values will be placed between 3 rd and $4^{\text {th }}$ year. These two averages will be again averaged and placed in the $3^{\text {rd }}$ year. This continues for rest of the values in the problem. This process is called as centering of the averages
Method of Least Squares
The line of best fit is a line from which the sum of the deviations of various points is zero. This is the best method for obtaining the trend values. It gives a convenient basis for calculating the line of best fit for the time series. It is a mathematical method for measuring trend. Further the sum of the squares of these deviations would be least when compared with other fitting methods

## Summary

Seasonal and Cyclic Variations are the periodic changes or short-term fluctuations.
The trend shows the general tendency of the data to increase or decrease during a long period of time. A trend is a smooth, general, long-term, average tendency

It is not always necessary that the increase or decrease is in the same direction throughout the given period of time

Seasonal variations are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year.
Cyclic variations are time series which operate themselves over a span of more than one year are the cyclic variations.

The most important use of studying time series is that it helps us to predict the future behaviour of the variable based on past experience

It is helpful for business planning as it helps in comparing the actual current performance with the expected one

## Keywords

Methods by which we can measure the trend.
(i) Freehand or Graphic Method.
(ii) Method of Semi-Averages.
(iii) Method of Moving Averages.
(iv) Method of Least Squares

Forecasting is a common statistical task in business, where it helps to inform decisions about the scheduling of production, transportation and personnel, and provides a guide to long-term strategic planning.
A time series is a sequence of data points that occur in successive order over some period of time. This can be contrasted with cross-sectional data, which captures a point-in-time

Forecasting methods using time series are used in both fundamental and technical analysis.
Although cross-sectional data is seen as the opposite of time series, the two are often used together in practice.

## Self Assessment

1. Which of the following is an example of time series problem?
2. Estimating number of hotel rooms booking in next 6 months.
3. Estimating the total sales in next 3 years of an insurance company.
4. Estimating the number of calls for the next one week.
A. 1and 2
B. 2 and 3
C. 1 and 3
D. 1,2 and 3
5. $\qquad$ are used in strategic planning
A. Long-term forecasts
B. Short term forecasts
C. Medium term forecasts
D. None of the above
6. $\qquad$ are needed for the scheduling of personnel, production and transportation
A. Long-term forecasts
B. Short term forecasts
C. Medium term forecasts
D. None of the above
7. $\qquad$ are needed to determine future resource requirements, in order to purchase raw materials, hire personnel, or buy machinery and equipment.
A. Long-term forecasts
B. Short term forecasts
C. Medium term forecasts
D. None of the above
8. A $\qquad$ is a sequence of data points that occur in successive order over some period of time.
A. Time series
B. Forecasting
C. Planning
D. None of these
9. $\qquad$ methods using time series are used in both fundamental and technical analysis.
A. Time series
B. Forecasting
C. Planning
D. None of these
10. $\qquad$ data is seen as the opposite of time series.
A. Cross-sectional
B. Planning data
C. Short term data
D. None of these
11. $\qquad$ analysis looks at data collected at a single point in time, rather than over a period of time.
A. Cross-sectional
B. Planning data
C. Short term data
D. None of these
12. A $\qquad$ when there is a long-term increase or decrease in the data
A. Trend
B. Cyclic
C. Seasonal
D. All of these
13. These are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year
A. Trend
B. Cyclic
C. Seasonal variations
D. All of these
14. Oscillatory movement has a period of oscillation of more than a year.
A. Trend
B. Cyclic
C. Seasonal variations
D. All of these
15. Seasonal and Cyclic Variations are $\qquad$
A. Short-term fluctuations.
B. Long term fluctuations.
C. Both of these
D. None of these
16. A $\qquad$ is a smooth, general, long-term, average tendency
A. Trend
B. Cyclic
C. Seasonal variations
D. All of these
17. It is the simplest and most flexible method for estimating a trend.
A. Freehand method
B. Method of Semi averages
C. Method of least squares
D. None of these
18. The $\qquad$ is a standard approach in analysis to approximate the solution of over determined systems by minimizing the sum.
A. Freehand method
B. Method of Semi averages
C. Method of least squares
D. None of these

## Answers for Self Assessment

1. D
2. A
3. B
4. C
5. A
6. B
7. A
8. A
9. A
10. C
11. B
12. A
13. A
14. A
15. C

## Review Question

1. What is time series analysis with example?
2. How do you analyze time series?
3. What are the 4 components of time series?
4. What are the types of time series analysis?
5. What is the purpose of time series analysis?
6. How time series analysis helps organizations understand the underlying causes of trends or systemic patterns over time?
7. How many elements are there in time series?
8. How do you know if a time series is multiplicative or additive?

## [D] Further Readings

- An Introduction to Probability and Statistics Book by A. K. Md. Ehsanes Salah and V. K. Rohatgi
- First Course in Probability, Book by Sheldon M. Ross
- Schaums Theory and Problems of Statistics Book by Murray R. Spiegel
- Introduction to Probability, Statistics, and Random .Book by Hossein Pishro-Nik



## Web Links

- https://www.tutorialspoint.com
- www.webopedia.com
- https://www.britannica.com/science/probability
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[^0]:    Now this formula is equal to

[^1]:    6. What do you say whether high kurtosis good or bad?
    7. What is effect of change of origin and scale on standard deviation?
    8. How change of origin is different form change in scale
    9. What do you do when your data is not normally distributed?
    10. How do you interpret skewness and kurtosis?
